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Preface

This volume contains the papers selected for presentation at the Student Re-
search Forum of SOFSEM 2019, the 45th International Conference on Current
Trends in Theory and Practice of Computer Science, which was held on January
27-30, 2019 in Nový Smokovec, High Tatras, Slovakia.

SOFSEM (originally SOFtware SEMinar) is an annual international winter
conference devoted to the theory and practice of computer science. Its aim is
to present the latest developments in research for professionals from academia
and industry, working in leading areas of computer science. While being a well-
established and fully international conference, SOFSEM also maintains the best
of its original Winter School aspects, such as high number of invited talks, in-
depth coverage of selected research areas, and ample opportunities to discuss and
exchange new ideas. SOFSEM 2019 was organized around the following three
tracks:

� Foundations of Theoretical Computer Science (chair Giovanni Pighizzini)
� Foundations of Data Science and Engineering (chair Barbara Catania)
� Foundations of Software Engineering (chair Jerzy Nawrocki)

With these three tracks, SOFSEM 2019 covered the latest advances in both
theoretical and applied research in leading areas of computer science.

An integral part of SOFSEM 2019 was the traditional Student Research
Forum (chair Roman �pánek) organized with the aim to give students feedback
on both the originality of their scienti�c results and on their work in progress.
The papers presented at the Student Research Forum were published in separate
local proceedings.

The SOFSEM 2019 Program Committee consisted of 70 international ex-
perts, representing the track areas with outstanding expertise. The committee
stood before the task to assemble a scienti�c program for the SOFSEM audi-
ence by selecting from the 92 submissions entered in the EasyChair system in
response to the call for papers. The submissions were carefully reviewed with ap-
proximately three reviews per paper, and thoroughly discussed. Following strict
criteria of quality and originality, 35 papers have been accepted for presentation
as regular research papers. Additionally, based on the recommendation of the
chair of the Student Research Forum, 6 student papers have been accepted for
presentation in the SOFSEM 2019 Student Research Forum.

SOFSEM 2019 added a new page to the tradition of SOFSEM dating back to
1974, which was possible due to the e�ort of many people. As editors of these pro-
ceedings, we are grateful to everyone who contributed to the scienti�c program
of the conference. We thank all authors who have submitted their papers for
consideration. Many thanks go to the Program Committee, and to all external
referees, for their precise and detailed reviewing of the submissions. The work of
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the PC was carried out using the EasyChair system, and we gratefully acknowl-
edge this contribution. Special thanks are due to Roman �pánek for his expert
preparation and handling of the Student Research Forum, and to the SOFSEM
Steering Committee headed by Július �tuller, for its support throughout the
preparation of the conference.

We are also indebted to the Organizing Committee led by Dana Pardubská.
Finally we want to thank the Slovak Society for Computer Science, and Fac-

ulty of Mathematics, Physics and Informatics of the Comenius University in
Bratislava for their invaluable support.

January 2019 Barbara Catania,
Rastislav Královi£,

Jerzy Nawrocki,
Giovanni Pighizzini,

Roman �pánek
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Private-coin verification with magic coins

Maksims Dimitrijevs and Abuzer Yakaryılmaz

University of Latvia, Faculty of Computing
Raiņa bulvāris 19, R̄ıga, LV-1586, Latvia

University of Latvia, Center for Quantum Computer Science
Raiņa bulvāris 19, R̄ıga, LV-1586, Latvia

md09032@lu.lv, abuzer@lu.lv

Abstract. We systematically investigate the minimal resources for dif-
ferent types of probabilistic machines that can define uncountably many
languages with bounded error. In this paper, we focus on private-coin
interactive proof systems. We show that constant-space machines can
verify uncountably many unary languages in quadratic time and binary
languages in linear time. We also provide protocols for every language
and we obtain logarithmic space-bound for unary languages and linear
space-bound for binary languages.

1 Introduction

Probabilistic and quantum machines can recognize uncountably many languages
with bounded error when using real number transitions [1, 3, 4, 12]. The idea is
to encode an infinite sequence as a transition value and then determine its i-th
bit by using some probabilistic or quantum experiments.

For quantum models [12], poly-time constant-space is enough for recogniz-
ing uncountably many languages. In exponential and double-exponential time,
constant-space quantum machines can also verify any unary and binary lan-
guages, respectively. For probabilistic models, we have investigated sublogarith-
mic space two-way and realtime probabilistic Turing machines (PTMs) and prob-
abilistic counter machines [3, 4]. Some highlighted results are as follows: poly-
time double-logarithmic space PTMs can recognize uncountably many unary
languages. For binary languages, the same result was obtained for any arbitrar-
ily small non-constant space (but in exponential time). For realtime machines,
we obtain logarithmic space for unary languages and double logarithmic space
for binary languages. We refer the reader to [3, 4] for the other results and details.

In this paper, we turn our attention to the verification power of probabilistic
machines and we investigate private-coin interactive proof systems (IPSs) for
uncountably many languages and for all languages.

We show that constant-space PTMs can verify uncountably many languages
in linear time. Then, we follow the same result also for unary languages in
quadratic expected time. For this purpose, we also present new protocols for
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two nonregular unary languages. After that, we focus on the verification of every
language. We show that logarithmic-space PTMs can verify every unary language
with bounded error in exponential time and linear-space PTMs can verify every
binary language in double-exponential time.

After the background (Section 2), we present our results under three sub-
sections (Section 3). In Section 3.1, we present our constant-space protocols for
two unary and one binary languages that are used in Sections 3.2 and 3.3. In
Section 3.2, we present our constant-space protocols verifying uncountably many
languages. In Section 3.3, we present our logarithmic and linear space protocols
for all unary and binary languages, respectively.

2 Background

We assume the reader is familiar with the basics of complexity theory and au-
tomata theory. Throughout the paper, Σ not containing symbols ¢ (the left
end-marker) and $ (the right end-marker) denotes the input alphabet, Σ̃ is the
set Σ ∪ {¢, $}, Γ not containing symbol # (the blank symbol) denotes the work
tape alphabet, Γ̃ is the set Γ ∪ {#}, Υ is the communication alphabet, and Σ∗

is the set of all strings (including the empty string ε) defined over Σ. We or-
der the elements of Σ∗ lexicographically and then represent the i-th element by
Σ∗(i) where the first value Σ∗(1) is the empty string. For any natural number i,
bin(i) denotes the unique binary representation and (bin(i))r denotes the reverse
binary representation.

An interactive proof system (IPS) [9, 2] is composed of a prover (P) and a
probabilistic verifier (V) and denoted as pair (P,V). The aim of the verifier is to
make a decision on a given input by also using communication with the prover.
The aim of the prover (assumed to have unlimited computational power) is to
convince the verifier to make positive decision. Therefore, the verifier should be
able to verify the correctness of the information (proof) provided by the prover
since the prover may be cheating when the decision should be negative.

In this paper, we focus on memory-bounded verifiers [6] and so our verifiers
are space–bounded probabilistic Turing machines. The verifier has two tapes:
The read-only input tape and read/write work tape. The communication be-
tween the prover and verifier is done via a communication cell holding a single
symbol. The prover can see only the given input and the symbols written on
the communication cell by the verifier. The prover may know the program of
the verifier but cannot know which probabilistic choices are done by the verifier.
Since the outcomes of probabilistic choices are hidden from the prover, such IPS
is named private-coin. If the probabilistic outcomes are not hidden (sent via the
communication channel), then it is named public-coin, i.e. the prover can have
complete information about the verifier during the computation. Public-coin IPS
is also known as Arthur-Merlin games [2].

Due to communications with the prover, the program of the verifier with
the possible communications is called protocol. A private-coin protocol is called
one-way if the verifier always sends the same symbol to the prover. In this case,
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we can assume that the prover provides a single string (possible infinite) and
this string is consumed in every probabilistic branch.1

A space-bounded probabilistic verifier V is a space-bounded probabilistic
Turing machine (PTM) extended with a communication cell. Formally, V is a
8-tuple

(S,Σ, Γ, Υ, δ, s1, sa, sr),

where

1. S is the finite set of internal states composed by three disjoint sets of states,
the set of reading states (Sr), the set of communicating states (Sc), and the
set of halting states (Sh),

2. s1 ∈ Sr is the initial state,
3. sa ∈ Sh and sr ∈ Sh (sa 6= sr) are the accepting and rejecting states,

respectively, and,
4. δ is the transition function composed by δc and δr that are responsible

for the transitions when in a communicating state and in a reading state,
respectively.

There is no transition from sa or sr since when V enters a halting state (sa
or sr), the computation is terminated.

In a communicating state, say s ∈ Sc, the transition is very simple: V writes
symbol τs ∈ Υ on the communication cell (τs depends only on the current internal
state) and the prover writes back a symbol, say τ ∈ Υ . Then, V switches to state
s′ = δc(s, τ) ∈ S.

When in a reading state, V behaves as an ordinary PTM:

δr : Sr × Σ̃ × Γ̃ × S × Γ̃ × {←, ↓,→}× {←, ↓,→} → [0, 1].

That is, when V is in reading state s ∈ Sr, reads symbol σ ∈ Σ̃ on the input
tape, and reads symbol γ ∈ Γ̃ on the work tape, it enters state s′ ∈ S, writes
γ′ ∈ Γ̃ on the cell under the work tape head, and then the input tape head is
updated with respect to d ∈ {←, ↓,→} and the work tape head is updated with
respect to d′ ∈ {←, ↓,→} with probability

δ(s, σ, γ, s′, γ′, d, d′),

where “←” (“↓” and “→”) means the head is moved one cell to the left (the
head does not move and the head is moved one cell to the right). To be a well-
formed PTM, the following condition must be satisfied: For each triple (s, σ, γ) ∈
Sr × Σ̃ × Γ̃ , ∑

s′∈S,γ′∈Γ̃ ,d∈{←,↓,→},d′∈{←,↓,→}

δ(s, σ, γ, s′, γ′, d, d′) = 1.

1 It is also possible that this string (certificate) is placed on a separate one-way read-
only tape (certificate tape) at the beginning of the computation and the verifier can
read the certificate from this tape.
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In other words, all outgoing transitions for the triple (s, σ, γ) have total proba-
bility of 1.

The computation starts in state s1, and any given input, say w ∈ Σ∗, is
placed as w̃ = ¢w$ on the input tape. It must be guaranteed that the input head
never leaves w̃.

The space used by V on w is the number of all cells visited on the work tape
during the computation with some non-zero probability. The verifier V is called
to be O(s(n)) space bounded machine if it always uses O(s(n)) space on any
input with length n ≥ 0.

Any verifier without work tape is a constant-space verifier or two–way prob-
abilistic finite state automaton verifier (2PFA verifier).

A two–way model is called sweeping if the direction of the input head can
be changed only on the end-markers. If the input head is not allowed to move
to the left, then the model is called “one–way”.

Without communication, a verifier is a PTM. For a PTM, we simply remove
the components related to communication in the formal definition (and so PTM
does not implement any communicating transition). A constant-space PTM is a
2PFA [10, 7]. Its one-way version [11] is abbreviated as PFA.

A language L ⊆ Σ∗ is verifiable by a verifier V with error bound ε < 1
2 if

there exists a prover P such that

1. any x ∈ L is accepted by V with probability at least 1− ε by communicating
with P, and,

2. any x /∈ L is always rejected by V with probability at least 1 − ε when
communicating with any possible prover (P*).

The first property is known as completeness and the second one known as sound-
ness. Generally speaking, completeness means there is a proof for a true state-
ment and soundness means no proof works for a false statement.

It is also said that there is an IPS (P,V) with error bound ε for language L.
Remark that all the time and memory bounds are defined for the verifier since
we are interested in the verification power of the verifier with limited resources.

The case when every member is accepted with probability 1 is also called as
perfect completeness.

When there is no communication, then we use term recognition instead of
verification.

We denote the set of integers Z and the set of positive integers Z+. The set
I = {I | I ⊆ Z+} is the set of all subsets of positive integers and so it is an
uncountable set like the set of real numbers (R). The cardinality of Z or Z+ is
ℵ0 (countably many).

The membership of each positive integer for any I ∈ I can be represented as
a binary probability value:

pI = 0.x101x201x301 · · ·xi01 · · · , xi = 1↔ i ∈ I.

Similarly, the membership of each string for language L ⊆ Σ∗ is represented as
a binary probability value:

pL = 0.x101x201x301 · · ·xi01 · · · , xi = 1↔ Σ∗(i) ∈ L.
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The coin landing on head with probability pI (resp., pL) is named as coinI (resp.,
coinL).

3 Our results

We use a fact presented in our previous paper [3].

Fact 1 [3] Let x = x1x2x3 · · · be an infinite binary sequence. If a biased coin
lands on head with binary probability value p = 0.x101x201x301 · · · , then the
value xk is determined correctly with probability at least 3

4 after 64k coin tosses,
where xk is guessed as the (3k + 3)-th digit of the binary number representing
the total number of heads after the whole coin tosses.

3.1 Constant-space verification of nonregular languages

In this subsection, we present two nonregular unary languages and one nonregu-
lar binary language that can be verified by 2PFAs in quadratic and linear time,
respectively. The protocols presented here will be also used in the next section.

Theorem 1. USQUARE = {am2 | m > 0} is verifiable by a 2PFA in quadratic
expected time with bounded error.

Proof. The protocol is one-way and the verifier expects from the prover a string
of the form

(amb)mb

for the members of the language, where m > 0.
Let w = an be the given input for n > 3 (the decisions on the shorter strings

are given deterministically) and let y be the string provided by the prover. The
verifier deterministically checks whether y is of the form

y = am1bam2b · · · bamib · · · or y = am1bam2b · · · bamtbb

for some t > 0. If the verifier sees a defect on y, then the input is rejected.
In the remaining part, we assume that y is in one of these forms. At the

beginning of the computation, the verifier places the input head on the left end-
marker and splits computation in four paths with equal probabilities.

In the first path, the verifier reads w and y in parallel and checks whether y
is finite, i.e.

y = am1bam2b · · · bamtbb,

and whether it satisfies the equality n =
∑t
j=1mj , where t > 1. If one of the

checks fails, the input is rejected. Otherwise, it is accepted.
The second path is very similar to the first path and the following equality

is checked:

n =

t∑
j=2

mj +

t∑
j=1

1,
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i.e., the verifier skips am1 from y and counts b’s instead. If the equality is satisfied,
the input is accepted. Otherwise, it is rejected.

The computation in the first and second paths is deterministic (a single
decision is given in each) and both paths terminate in linear time.

In the third path, the verifier tries to make the following consecutive com-
parisons:

m1 = m2,m3 = m4, . . . ,m2j−1 = m2j , . . . .

For each j, the verifier can easily determine whether m2j−1 = m2j < n by
attempting to move the input head to the right by m2j−1 squares and then
to the left by m2j squares. If the right end-marker is visited (m2j−1 ≥ n), or
the left end-marker is visited earlier than expected (m2j > m2j−1) or is not
visited (m2j < m2j−1), then the comparison is not successful and so the input
is rejected. Otherwise, the comparison is successful and the verifier continues
with a random walk (described below) before the next comparison, except that
if the last comparison is successful, then the input is accepted without making
the random walk.

The aim of the random walk is to determine whether the prover sends a finite
string or not, i.e. the prover may cheat by sending the infinite string (amb)∗ for
some m < n which passes successfully all comparison tests described above.

The random walk starts by placing the input head on the first symbol of the
input and terminates after hitting one of the end-markers. During the random
walk, the verifier pauses the reading of the string y. It is a well known fact that
this walk terminates in O(n) expected number of steps and the probability of
ending on the right (resp., the left) end-marker is 1

n (resp., 1− 1
n ).

If the walk ends on the left end-marker, then the verifier continues with the
next comparison. If the walk ends on the right end-marker, the verifier checks
whether the number of a’s in the remaining part of y is less than n or not by
reading whole input from right to left. If it is less than n, then the input is
accepted. Otherwise (y contains more than n a’s), the input is rejected. In any
case, the computation is terminated with probability 1

n after the walk.
The fourth path is identical to the third path by shifting the comparing pairs:

The verifier tries to make the following consecutive comparisons:

m2 = m3,m4 = m5, . . . ,m2j = m2j+1, . . . .

Now, we can analyse the overall protocol. If n = m2 for some m > 1, then
the prover provides y = (amb)mb and the input is accepted in every path and
so the overall accepting probability is 1. Thus, every member is accepted with
probability 1. Moreover there will be at most m random walks and so the overall
running time is O(n

√
n).

If the input is not a member, then the input is rejected in at least one of
the paths. If it is rejected in the first or second path, then the overall rejecting
probability is at least 1

4 . If it is rejected in the third or fourth paths, then the
overall rejecting probability cannot be less than 3

16 as explained below.
We assume that the input is not rejected in the first and second paths. Then,

we know that y is finite, the number of a’s in y is n, and y is composed by m1
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blocks. Since n is not a perfect square, there is at least one pair of consecutive
blocks that have different number of a’s. Hence, at least one of the comparisons
will not be successful, and, the input will be rejected in one of these paths. Let l
be the minimum index such that the comparison of the l-th pair is not successful

(in the third or fourth path). Then, l <
√
n
2 . (If not, y contains at least 2

⌈√
n
2

⌉
blocks and each of these blocks contains m1 = d

√
n e a’s, and, this implies that

y contains more than n a’s.) Then, the maximum accepting probability in the
corresponding path is bounded from above by

l∑
i=1

1

n

(
1− 1

n

)i−1
= 1−

(
1− 1

n

)l
< 1−

(
1− 1

n

)√n
2

≤ 1

4
.

(Remember that n > 3.) Therefore, the rejecting probability in the third or
fourth path is at least 3

4 , and so, the overall rejecting probability cannot be less
than 1

4 ·
3
4 = 3

16 .
The maximum (expected) running time occurs when the prover sends the

infinite y = (amb)∗ for some m > 0. In this case, the protocol is terminated in
the third and fourth paths with probability 1 after O(n) random walks, and so,
the expected running time is quadratic in n, O(n2).

By repeating the protocol above many times, say r > 1, we obtain a new
protocol such that any non-member is rejected with probability arbitrarily close
to 1, i.e. 1−

(
1− 3

16

)r
. ut

Theorem 2. UPOWER64 = {a64m | m > 0} is verifiable by a 2PFA with bounded
error in quadratic expected time.

Proof. See [5] for the proof. ut

We continue with the verification of a binary nonregular language, a modified

version of DIMA [3]: DIMA2 = {020102
1

102
2

1 · · · 102
3k−1

11(02
3k

1)2
3k | k > 0}.

Theorem 3. DIMA2 is verifiable by a sweeping PFA in linear time with bounded
error.

Proof. See [5] for the proof. ut

3.2 Constant-space verification of uncountably many languages

In this subsection, we present two constant-space protocols for verifying un-
countably many unary and binary languages.

Theorem 4. Bounded-error sweeping PFAs can verify uncountably many lan-
guages in linear time.

Proof. Let wk be the k-th shortest member of DIMA2 for k > 0. For any I ∈ I,
we define the following language:

DIMA2(I) = {wk | k > 0 and k ∈ I}.
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We describe a one-way protocol for DIMA2(I). Let w be the given input. The
verifier determines whether w = wk for some k > 0 by using the protocol for
DIMA2 with high probability. If not, then the input is rejected. In the remaining
part, we continue with

w = wk = 02
0

102
1

102
2

1 · · · 102
3k−1

11(02
3k

1)2
3k

.

The verifier attempts to toss coinI 64k times and in parallel processes the total
number of heads for determining xk in pI . The verifier asks from the prover to

send 064
k

1 and the prover sends y = 0n1 (the input is deterministically rejected
if y is not in this form).

The verifier splits into two paths with equal probabilities. In the first path, it
easily determines whether n = 64k by passing over the input once (the number of
0’s after symbols “11” is 64k). If n 6= 64k, then the input is rejected. Otherwise,
the input is accepted.

The second path is responsible for coin-tosses and processing the total num-
ber of heads. The verifier performs n coin-tosses. For counting the heads, the
verifier uses the part of wk after symbols “11” as a read-only counter, which is
composed of 8k blocks of 0’s and length of each block is 8k. Let t be the total
number of heads:

t = i · 8k+1 + j · 8k + q = (8i+ j)8k + q,

where i ≥ 0, j ∈ {0, . . . , 7}, and q < 8k. Due to Fact 1, xk is the (3k + 3)-th
digit of bin(t) with probability at least 3

4 . In other words, xk is guessed as 1
if j ∈ {4, . . . , 7}, and as 0, otherwise. The verifier sets j = 0 at the beginning.
Then, for each head, it reads a symbol 0 from the input and after 8k heads it
updates j as (j + 1) mod 8. If the number of heads exceeds 64k, then the input
is rejected. If not, the decision given is parallel to the value of j: The input is
accepted if j ∈ {4, . . . , 7} and rejected if j ∈ {0, . . . , 3}.

The verifier operates in sweeping mode and each path terminates in linear
time. If w is a member, then the input is accepted with probability at least
3
4 . If w /∈ DIMA2, then it is rejected with high probability. If w ∈ DIMA2 but
w /∈ DIMA2(I), then the input is rejected with probability at least 1

2 ·
3
4 = 3

8 . By
repeating the protocol, the rejecting probability can get arbitrarily close to 1.

Since the cardinality of set {I | I ∈ I} is uncountable, there are uncountably
many languages in {DIMA2(I) | I ∈ I}, each of which is verified by a bounded-
error linear-time sweeping PFA. ut

Theorem 5. 2PFAs can verify uncountably many unary languages with bounded
error in quadratic expected time.

Proof. Here, we use all protocols given in the proofs of Theorems 1, 2, and 4.
Let wk be the k-th shortest member of UPOWER64 for k > 0. For any I ∈ I,

we define language:

UPOWER64(I) = {wk | k > 0 and k ∈ I}.
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We construct a verifier for this language.
Let w be the given input. By using the protocol given for UPOWER64, the

verifier can determine whether w ∈ UPOWER64 or not. If w /∈ UPOWER64, then the
input is rejected with high probability.

In the following part, we assume that w = wk for some k > 0. The verifier asks

from the prover the following string yk = (a8
k

b)8
k

b. Let y be the string provided
by the prover. The verifier splits into two paths with equal probabilities. In the
first path, it checks whether y = yk by using the protocol for USQUARE. In the
second path, the verifier assumes that y = yk and implements the part of the
protocol for DIMA2(I), which is responsible for the coin tosses and for determining
whether k ∈ I or not by checking the total number of heads. The verifier reads
w for 64k coin tosses and y for determining the value xk.

If the prover sends yk, then the verifier correctly determines whether k ∈ I
or not with probability at least 3

4 in the second path. If w ∈ UPOWER64(I), the
honest prover sends yk and so the input is accepted with probability 1 in the
first path and accepted with probability at least 3

4 in the second path.
If w /∈ UPOWER64(I), then the input is rejected with probability at least 3

16
if the prover does not send yk in the first path, and rejected with probability
at least 3

4 in the second path if the prover does send yk. Therefore, the overall
rejecting probability is at least 3

32 .
Since each called protocol runs no more than quadratic expected time in |w|,

the expected running time is quadratic. By repeating the protocol many times,
we obtain a protocol with better success probability. ut

3.3 Verification of all languages

We start with trivial results. Then, we present our protocols for all languages.

Theorem 6. Any unary language is recognizable by a linear-space PTMs with
bounded error.

Proof. Let Σ = {a} be our alphabet. For any unary language L ⊆ Σ∗, we design
a PTM for L, say PL, that uses coinL.

Let w = an be the given input for n ≥ 0. PTM PL implements the procedure
described in Fact 1 in a straightforward way and gives its decision accordingly,
which will be correct with probability not less than 3

4 . The machine only uses
linear-size binary counters to implement 64k coin tosses and to count the number
of heads (for unary L and coinL, k = n+ 1). By repeating the same procedure,
the success probability is increased arbitrarily close to 1. ut

Remark 1. Let L ⊆ Σ∗ be a k-ary language for k > 1, where Σ = {a1, . . . , ak}.
For any given k-ary string w ∈ Σ∗, let xl represent its membership bit in pL.
Then, by using the exactly the same algorithm given in the above proof, we can
determine xl correctly with high probability. However, l is exponential in |w|
and so the PTM uses exponential space.

Corollary 1. Any k-ary (k > 1) language is recognizable by a exponential-space
PTMs with bounded error.
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When interacting with a prover, we can reduce the above space bounds.
For this purpose, we use the probabilistic fingerprint method: For comparing
two s-bit numbers, say m and n, we can randomly pick a (c log s)-bit prime
number p for some positive integer c and compare m′ = m mod p with n′ = n
mod p. Being verifiable from the fact given below, this reduction works with high
probability.

Fact 2 Let P1(n) be the number of primes not exceeding 2dlog2ne, P2(l, N ′, N ′′)
be the number of primes not exceeding 2dlog2le and dividing |N ′−N ′′|, and P3(l, n)
be the maximum of P2(l, N ′, N ′′) over all N ′ < 2n, N ′′ ≤ 2n, N ′ 6= N ′′. Then,

for any ε > 0, there is a natural number c such that limn→∞
P3(cn,n)
P1(cn)

< ε. [8]

Theorem 7. Any unary language L ⊆ {a}∗ is verifiable by a log-space PTM
with bounded error.

Proof. The protocol is two-way. Let w = an be the given input for n > 0.
(The decision on the empty string is given deterministically.) Remember that
the membership bit of an is xn+1 in pL. Let k = n+ 1 ≥ 2. We pick a value of c
(see Fact 2) satisfying the error bound 1

8 .

The protocol has three phases. In the first phase, there is no communication.
The verifier picks two random (c · (4 · log k))-bit prime numbers, say p1 and p2,
and then, it calculates and stores r1 = 64k mod p1 in binary on the work tape.
The verifier also prepares two binary counters C1 and C2 for storing the total
number of coin tosses modulo p1 and the total number of heads modulo p2,
respectively, and one “halting” counter Ch = 0.

In the second phase, the verifier asks from the prover to send a64
k

b. Once the
verifier receives symbol b, the communication is ended in this phase. Therefore,
we assume that the prover sends either the finite string y = amb for some m ≥ 0
or an infinite sequence of a’s.

For each a received from the prover, the verifier reads the whole input and

adds one to Ch with probability
(

1
64

)k
. We call it a halting walk. If Ch = 8, the

verifier terminates the computation and rejects the input. If the computation
is not terminated, the verifier tosses coinL, sends the result to the prover, and
increases C1 by 1. If the result is heads, the verifier also increases C2 by 1. When
the second part is ended, the verifier checks whether previously calculated r1 is
equal to r′1 = m mod p1, stored on C1. If they are not equal, then the input is
rejected. In other words, if the prover does not send 64k a’s, then the verifier
detects this with probability at least 7

8 .

Let r2 be the binary value stored on C2 and t be the total number of heads
obtained in the second phase. In the third phase, the verifier asks from the prover
to send (bin(t))r (the least significant bits are first). By using the input head,
the verifier easily reads the (3k + 3)-th bit of bin(t), say x′k, and also checks
whether the length of bin(t) does not exceed (6k + 1). Meanwhile, the verifier
also calculates r′2 = t mod p2. If the length of bin(t) is greater than 6k + 1
or r2 6= r′2, then the input is rejected. In other words, if the prover does not



Private-coin veri�cation with magic coins 11

send bin(t), then the verifier can catch it with probability 7
8 . At the end of third

phase, the verifier accepts the input if x′k is 1, and, rejects it if x′k is 0.
According to Chebyshev’s inequality, the value of Ch reaches 8 after more

than 16 · 64k a’s with probability

Pr[|X − E[X]| ≥ 9] ≤
( 1
64k

) · (1− 1
64k

) · 16 · 64k

92
<

16

81
,

where E[X] is expected value of Ch. This bound is important, since, for m >
16 · 64k, Fact 2 cannot guarantee the error bound 1

8 . (Remember that prime

numbers p1 and p2 do not exceed 2c·(4·log k) ≥ 2c·(log(6·k+4)) for k ≥ 2.)
If w is not a member, then the accepting probability can be at most 209

648 .

– If m 6= 64k, then the input is rejected with probability at least 7
8 −

16
81 , and

so the accepting probability cannot be greater than 209
648 .

– Assume that m = 64k. If the prover does not send (bin(t))r, then the input
is rejected with probability 7

8 , and so the accepting probability cannot be
greater than 1

8 .
– Assume that m = 64k and the verifier sends (bin(t))r, then the input is

accepted with probability at most 1
4 .

The expected running time for the non-members is exponential in n due to the
halting walks.

If w is a member, then the honest prover sends all information correctly, and
the verifier guesses xn+1 correctly with probability at least 3

4 if the computation
is not terminated by halting walks. The probability of halting the computation
(and rejecting the input) in the second phase is

Pr[|X − E[X]| ≥ 7] ≤
( 1
64k

) · (1− 1
64k

) · 64k

72
<

1

49
.

Therefore, the verifier accepts w with probability at least 143
196 . The expected

running time for members is also exponential in n.
The verifier uses O(log n) space and the success probability is increased by

repeating the same algorithm. ut

Due to Remark 1, we can follow the same result also for k-ary languages with
exponential increase in time and space.

Corollary 2. Any k-ary (k > 1) language L ⊆ {a1, . . . , ak}∗ is verifiable by a
linear-space PTM with bounded error.
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Abstract. The advantages for the presence of an XML schema for
XML documents are numerous. However, many XML documents in
practice are not accompanied by a schema or by a valid schema. Relax
NG is a popular and powerful schema language, which supports the
unconstrained interleaving operator. Focusing on the inference of Relax
NG, we propose a new subclass of regular expressions with interleaving
and design a polynomial inference algorithm. Then we conducted a series
of experiments based on large-scale real data and on three XML data
corpora, and experimental results show that our subclass has a better
practicality than previous ones, and the regular expressions inferred by
our algorithm are more precise.

Keywords: schema inference · interleaving · regular expressions · Relax
NG · XML documents

1 Introduction

As a main file format for data exchange, the eXtensible Markup Language
(XML) has been widely used on the Web [2]. XML schemas define the structure
constraints of XML documents. The advantages by the presence of an XML
schema for XML documents are numerous, such as for data processing, automatic
data integration, static analysis of transformations and so on [4, 12, 25, 28–30,33].
However, many XML documents are not accompanied by a (valid) schema in
practice. Research in 2013 showed that only 24.8% XML documents available on
the Web were accompanied with corresponding schemas, of which the proportion
of valid ones was only 8.9% [22]. Therefore, it has become an urgent problem to
infer a suitable XML schema for given XML documents.

Document Type Definition (DTD), XML Schema Definition (XSD) and Relax
NG are three popular XML schema languages. Among them Relax NG is more
powerful than both DTD and XSD due to its expressive power [32]. Relax NG
schemas support the interleaving operator and allow the interleaving to be mixed

? Work supported by the National Natural Science Foundation of China under Grants
No. 61872339 and 61472405
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with other operators, which can make the schemas succinct. Furthermore, the
interleaving has been used in many applications. For example, it is used in
the schema language ShEx for RDF [10, 35], and is necessary in solving many
problems [15, 24, 27]. On the other hand, presently researches on interleaving are
quite insufficient (for instance, see below). Therefore we concentrate on the study
of interleaving, and focus on the inference of Relax NG in this paper. Notice that
the results can also be applied to some other applications.

Actually, the major task of schema inference can be reduced to learning regular
expressions from a set of given samples [6,8,18]. Gold proposed a classical language
learning model (learning in the limit or explanatory learning) and pointed out
that the class of regular expressions could not be identifiable from positive samples
only [21]. Therefore, researches have focused on learning restricted subclasses of
regular expressions [31].

For the inference of regular expressions, Bex et al. proposed two subclasses:
single occurrence regular expressions (SOREs) and chain regular expressions
(CHAREs), and gave their inference algorithms RWR and CRX [6, 7]. Freyden-
berger et al. gave two more efficient algorithms Soa2Sore and Soa2Chare for the
above classes. Kim et al. developed an inference system using hedge grammars
for learning Relax NG [23]. However, all of the above work are based on standard
regular expressions, which do not support interleaving. Nevertheless, interleaving
is vital since there may be no order constraint among siblings in data-centric
applications [1], and it has been proved that regular expressions with interleaving
are double exponentially more succinct than standard regular expressions [19].

With regard to the regular expressions with interleaving, Ghelli et al. proposed
a restricted subclass called “conflict-free REs” supporting interleaving [20], where
the subclass requires no symbol appears twice and repetition is only applied to
single symbols, and no inference algorithm is provided. Ciucanu and Staworko
proposed two subclasses called disjunctive multiplicity expressions (DME) and
disjunction-free multiplicity expressions (ME) [9], which support unordered
concatenation (a weaker form of interleaving), and disallow concatenation within
siblings. The inference algorithm of DME is discussed in [13]. Peng et al. [34]
proposed a subclass called the subset of regular expressions with interleaving
(SIREs), and gave its inference algorithm based on the maximum independent
set.

In this paper, to address the problem of inferencing Relax NG, we propose a
restricted subclass of regular expressions with interleaving, named as Improved
Subclass of Regular Expressions with Interleaving (ISIREs), and SIREs is a
subclass of ISIREs. We also develop its learning algorithm. The main contributions
of this paper are listed as follows.

– We propose a new subclass of regular expressions supporting interleaving,
which helps the inference of RELAX NGs.

– We develop an inference algorithm InferISIRE to infer ISIREs and analyze
its time complexity.

– We calculate the usage proportion of ISIREs and other popular subclasses
based on the large-scale real data, and find that the proportion of ISIREs is
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the highest, which indicates ISIREs have a better practicality. Then, based
on three XML data corpora, we compare the inferred results of InferISIRE
with other inference algorithms. Experimental results show that the regular
expressions inferred by InferISIRE are more precise.

The rest of this paper is organized as follows. Section 2 presents the basic def-
initions. Section 3 gives the inference algorithm InferISIRE. Section 4 introduces
the experiments. Conclusions are drawn in Section 5.

2 Preliminaries

Definition 1. Regular Expression with Interleaving. Let Σ be a finite al-
phabet. A string is a finite sequence of symbols over Σ. The set of all finite strings
over Σ is denoted by Σ∗. The empty string is denoted by ε. A regular expression
with interleaving over Σ is defined inductively as follows: ε or a ∈ Σ is a regular
expression, for regular expressions E1 and E2, the disjunction E1|E2, the concate-
nation E1 · E2, the interleaving E1&E2, or the Kleene-Star E∗1 is also a regular
expression. Usually we use E1E2 instead of E1 ·E2 for readability. The length of
a regular expression E, denoted by |E|, is the total number of alphabet symbols
and operators occurring in E. The language generated by E is defined as follows:
L(∅) = ∅; L(ε) = {ε}; L(a) = {a}; L(E∗1) = L(E)∗; L(E1E2) = L(E1)L(E2);
L(E1|E2) = L(E1) ∪ L(E2); L(E1&E2) = L(E1)&L(E2). E? and E+ are used
as abbreviations of E|ε and EE∗, respectively.

Let u = au0, v = bv0, where a, b ∈ Σ and u, u0, v, v0 ∈ Σ∗. Then u&ε =
ε&u = {u}; u&v = {a(u0&v)}∪{b(u&v0)}. For example, the string set generated
by a&bc is {abc, bac, bca}.

Regular expressions with interleaving, in which each symbol occurs at most
once, are called ISOREs extended from SOREs [6].

Definition 2. Single Occurrence Automaton (SOA) [7] Let Σ be a finite
alphabet, and let src and snk be distinct symbols that do not occur in Σ. A single
occurrence automaton over Σ is a finite directed graph G=(V,D) such that

– src, snk∈V , and V⊆Σ∪{src, snk};
– src has only outgoing edges, snk has only incoming edges and every node
v∈V lies on a path from src to snk.

A generalized single occurrence automaton (generalized SOA) over Σ is defined
as a directed graph in which each node v∈V \{src, snk} is an ISORE and all
nodes are pairwise ISOREs.

For a given directed acyclic graph G = (V,E) of an SOA, the level number of
node v is the longest path from src denoted by ln(v), and ln(src) is 0 [16]. For a
path v1 to v2 , if there exists node v such that ln(v1) < ln(v) and ln(v) < ln(v2),
then ln(v) is a skip level [16].

Partial Order Relation (POR) is a binary relation which is reflexive, dissym-
metric and transitive. It is a collection of ordered pairs of elements over Σ. For
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a string s = s1s2 · · · sn, si ≺ sj means si occurs before sj . Using POR, we can
construct the Constraint Set (CS) and Non-Constraint Set (NCS) for a set of
given samples S. POR(S) is denoted to represent the set of all partial orders
obtained from each string s ∈ S. The formula is as follows.

– CS(S) = {< ai, aj > | < ai, aj > ∈ POR(S), and < aj , ai > ∈ POR(S)};
– NCS(S) = {< ai, aj > | < ai, aj > ∈ POR(S), but < aj , ai > /∈ POR(S)}.

Definition 3. Improved Subclass of Regular Expressions with Inter-
leaving (ISIREs) Let Σ be a finite alphabet and a∈Σ, the improved subclass
of regular expressions with interleaving is defined by the following grammar:
S ::= TS|T , T ::= A&T |A, A ::= ε|a|a∗|AA.

Moreover, we require that every symbol a∈Σ can occur at most once in the
regular expression that belongs to ISIREs.

By definition, it is obvious that ISIREs is a subclass of ISOREs and SIREs [34]
is a subclass of ISIREs. For example, E1 = a&b∗c&de? is an SIRE [34] and also
an ISIRE, E2 = a?(bc?&d+e)f∗ is an ISIRE but not an SIRE [34], and both E1

and E2 are ISOREs.

3 Learning Algorithm for ISIREs

In this section, we first introduce our learning algorithm InferISIRE, which infers
an ISIRE for a set of given samples S. Then we analyse the time complexity of
the algorithm. Finally, we show the learning process of InferISIRE through an
example and compare it with other algorithms.

3.1 Algorithm Implementation and Analysis

The algorithm InferISIRE uses a number of subroutines, and we introduce some
of them as follows.

• cntOper(S). cntOper(S) is a function to calculate unary operator of every
symbol in a set of strings S. The function returns a dictionary of pair (a : opt),
where a is symbol in S and opt is an unary operator in {1, ?, ∗,+} , and
the opt is computed according to the occurences of a in strings set S. For
example, given the set of strings S = {aabd, abcd, bbcd}, cntOper(s) = {a :
∗; b : +; c :?; d : 1}.

• Filter(mis, consist tr). For a maximum independent set (MIS) mis and a
non-constraint set consist tr, the function returns a subset of consist tr con-
sisting of the ordered pairs of elements overmis. That is, Filter(mis,consist tr)
={< x, y > | < x, y > ∈ consist tr, and x ∈ mis, y ∈ mis};

• contract(U, SubRE) [16]. For a nodes set U and a subexpression SubRE,
the contract on an SOA modifies SOA such that all nodes of U are contracted
to a single vertex and labeled SubRE (corresponding edges are moved).
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The pseudo-code of the inference algorithm InferISIRE is shown in Algorithm
1, which outputs an ISIRE for an input set of strings. We illustrate the main
procedures of InferISIRE in the following.

1. Traverse the samples S to get the alphabet Σ, and get the dictionary dictOper
with the function cntOper(S). This step is shown in line 1.

2. We compute the non-constraint set consist tr and constraint set constraint tr,
and construct an undirected graph G using symbols in Σ as nodes and ordered
pairs in constraint set as edges. We then get the set subGraphs consisting of
all maximal connected subgraph of G using function connected subgraph(G).
The lines 2-4 show the process.

3. In line 6 and line 7, for each maximal connected subgraph of G, namely
every subgraph in the set subGraphs, we transform it to a subexpression
with algorithm G2SubRE showed in Algorithm 2 (introduced later). We get
the set R of all subexpressions.

4. We use 2T -INF [17] to construct the SOA A of S. Transform each subexpres-
sion SubRE into set of nodes with function SubRE2Nodes(SubRE), then
contract the SOA A with function contract(U, SubRE). After this procedure
we actually turn the SOA into a generalized SOA. The steps are shown in
lines 9-11.

5. Finally we calculate level number for every nodes of generalized SOA and
find all skip levels, if there are more than one & node (node with & operator)
with the same level number, or if a level is a skip level, then ? is appended to
every chain factor on that level. The lines 12-20 show the process and return
an ISIRE in the end.

Here we give a brief explanation of the algorithm G2SubRE, which transforms
an undirected graph to a subexpression. For an undirected graph g, the algorithm
finds the approximation of maximum independent set (MIS) of g with function
clique removal(g) [11], then adds it to list allmis and deletes the MIS and their
related edges from g. The process is repeated until there exist no nodes in g. For
each MIS mis in allmis, we establish a directed graph dg with its filtered subset
Filter(mis, consist tr), then we compute the topological sort for all subgraphs
of dg and add the result to T . Finally, the algorithm returns the subexpression
whose corresponding counting operators can be read from dictOper.

Algorithm Analysis. Let m denotes the sum length of the input strings
in S, and n denotes the number of alphabet symbols. It takes O(m + n) to
calculate all partial orders as well as constructing a graph. For a graph G(V,E)
with |V | = n and |E| = m, it costs time O(m+ n) to find all maximal connected
subgraphs. The time complexity of clique removal() is O(n2 +m). Thus for each
subgraphs, computation of allmis costs time O(n3 + m). Since the number of
maximal connected subgraphs of a graph is finite, the computation of allmis for
all subgraphs also costs time O(n3+m). Constructing SOA for S and generalizing
SOA can be finished in time O(m+n), and assigning level numbers and computing
all skip levels will be finished in time O(m + n). All nodes will be converted
into specific chain factors of ISIRE in O(n). Therefore, the time complexity of
InferISIRE is O(n3 +m).
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Algorithm 1: InferISIRE

Input: A set of strings S
Output: An ISIRE

1 Σ ← alphabet(S); dictOper ← cntOper(S);
2 consist tr = CS(S), constraint tr ← NCS(S);
3 G← Graph(Σ, constraint tr);
4 subGraphs← connected subgraph(G);
5 R← ∅; result← ε
6 foreach subgraph in subGraphs do
7 R.append(G2SubRE(subgraph, consist tr, dictOper));

8 Construct the A ← SOA(S) using 2T -INF [17];
9 foreach SubRE in R do

10 U ← SubRE2Nodes(SubRE);
11 A ← A.contract(U, SubRE);

12 A.constructLevelOrder();
13 for i = 1 to ln(A.snk)− 1 do
14 B ← all nodes with level number i and &;
15 foreach α in B do
16 if A.isSkipLevel(i) or |B| > 1 then

17 result← result · α?;

18 else result← result · α;
19 ;

20 return result

Algorithm 2: G2SubRE

Input: An undirected graph g, a list consist tr, a map dictOper
Output: A regular expression r

1 allmis← ∅, T ← ∅;
2 while g.nodes() > 0 do
3 mis← clique removal(g);
4 g ← g −mis;
5 allmis.append(mis);

6 foreach mis ∈ allmis do
7 dg ← Digraph(mis, F ilter(mis, consist tr));
8 T.append(topological sort(dg));

9 r ← learneroper(dictOper, T );
10 return r

3.2 A Learning Example

The Language Size. The Language Size (LS for short) is introduced in [5],
which measures for the simplest deterministic expression that “best” describes
sample S. Formally, the Language Size of regular expression is calculated as
follows: LS(E) =

∑n
i=0 |L(E)=i| where n = 2|Σ| + 1 and |Σ| is the size of
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alphabet of expression E, and |L(E)=i| denote the number of words in language
L(E) of length i. Then the regular expression with the smaller value of LS(E)
overgeneralizes S the less.

The Minimum Description Length measure. To evaluate the preciseness
of different learning algorithms, we employ the data encoding cost proposed
in [3], which reflects the degree of generalization of a regular expression for a
given set of samples S. The data encoding cost compares the size of S with
the size of the language defined by an inferred expression E, datacost(E,S) =∑n
i=0(2 ∗ log2i + log2(

|L=i(E)|
|S=i| )), where n = 2|Σ| + 1 as before, and L=i(E)

is the subset of words in L(E) that have length i. Suppose E1 and E2 are
two generalizations of S. If datacost(E1, S) < datacost(E2, S), then we say E1

describes S better which overgeneralizes S less.

Let S = {aabcde, acdcfe, dbbcfe, adbcef}, we getΣ = {a, b, c, d, e, f}, dictOper
= {a : ∗; b : ∗; c : +; d : 1; e : 1; f :?}, CS(S) = {< c, d >,< d, c >,< b, d >,<
d, b >,< f, e >,< e, f >}, NCS(S) = {< c, f >,< a, c >,< a, e >,< b, f >
,< b, c >,< d, e >,< a, d >,< a, f >,< c, e >,< b, e >,< a, b >,< d, f >}.
By recognizing alphabet symbols and CS(S) we get the undirected graph
G showed in Fig. 1. We get three maximal connected subgraphs of G us-
ing function connected subgraph(G), namely, G1 = (V1 = {a}, E1 = {}),
G2 = (V2 = {e, f}, E2 = {(e, f)}), G3 = (V3 = {b, c, d}, E3 = {(b, d), (d, c)}), and
they are shown in Fig. 2 with different colors. Then we use G2SubRE to trans-
form G1, G2, G3 to subexpressions r1, r2, r3. Here we introduce the transformation
process of G3. For graph G3, we obtain MIS set allmis = {{b, c}, {d}}. Next,
compute the topological sort for each MIS. Filter({b,c},NCS(S))={< b, c >}, so
we add bc to T . For {d} there is only one node add d to T , at last T = {bc, d}.
Then using learneroper(dictOper, T ), we concatenate all elements of T with &
and add unary operate for each symbol, and get the subexpression r3 = b∗c+&d.
Simiarily r1 = a∗, r2 = e&f?. We construct the SOA A using algorithm 2T -
INF [17], the SOA A is shown in Fig. 3. Then we contract SOA with r1, r2, r3 and
get generalized SOA presented in Fig. 4. We calculated level number for every
nodes of generalized SOA and get the final inferred result = a∗(b∗c+&d)(e&f?).

For this sample S, Table. 1 shows the learning result of learner+DME (for
DME) [13], conMiner (for SIRE) [34] and InferISIRE. The learning result of
learner+DME allows all symbols to appear in any order, but in the sample S,
from NCS(S) we can get all ordered pairs of symbols, i.e., symbol c always
occurs before symbol f . Besides, in S, for all strings that symbol a occurs, a
always occurs in the first position. Result of InferISIRE is consistent with this
constrains while neither learner+DME nor conMiner conform to this. Among
the three algorithms, the result of InferISIRE has the smallest Language Size
and datacost, which shows preciseness of the regular expressions inferred by
InferISIRE.
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Table 1: The Learning Results of Different Algorithms

Learning Method Learning Result LS datacost

learner+DME a∗&b∗&c+&d&e&f? 1.71 ∗ 108 108.67

conMiner a∗de&b∗c+f? 1.79 ∗ 105 92.45

InferISIRE a∗(b∗c+&d)(e&f?) 4.86 ∗ 103 85.66

a e f

b cd

Fig. 1: Graph on Σ
and CS(S)

a e f

b cd

Fig. 2: Three maximal
connected subgraphs

src a b d

snk f c e

Fig. 3: SOA of sample

src a∗

b∗c+&d

e&f?

snk

Fig. 4: Generalized SOA
after contracting

4 Experiments

In this section, we first analyse the usage proportion of ISIREs and other sub-
classes based on large-scale real data. Then we compare our learning algorithm
InferISIRE with other learning algorithms of different subclasses (Learn+DME for
DME [13], conMiner for SIRE [34])) and one XML tool (InstanceToSchema [14]).
All experiments were conducted on a machine with Intel Core i5-5200U@2.20GHz,
4G memory. All codes are written in python 3.

4.1 Experiment of Practicality Analysis

Fig. 5: Proportions of subclasses

We crawled 4,872 distinct Relax NG
schema files from 254 websites, and 103
Github repositories utilizing Google Search
Engine. We extracted 137,286 regular ex-
pressions from these files, and found that
38.45% expressions have the interleaving
operator, which shows its widespread use
in practice. Based on this 137,286 regu-
lar expressions, we investigated the usage
proportion of ISIREs compared with other
popular subclasses. The experimental result is shown in Fig.5. Note that SORE [7]
and CHARE [16] are subclasses of standard regular expressions, and DME [9,13],
SIRE [34] and ISIRE are subclasses supporting &. It is obvious from Fig. 5 that
ISIRE has the highest proposition. The result shows ISIREs are more practical
in real-world applications.

4.2 Analysis on Learning Results of Different Algorithms

We downloaded three XML data corpora, including DBLP (computer science
bibliography corpus), NASA (Datasets converted from legacy flat-file format into
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XML), DocBook (a schema maintained by the DocBook Technical Committee
of OASIS). Based on sets of strings extracted from these corpora, we compare
the learning results of InferISIRE, the XML tool InstanceToSchema [14] (i2s for
short), learner+DME [13] and conMiner [34], which all support learning a regular
expression with interleaving from XML data.

We first use the Language Size and datacost to measure the preciseness of
expressions for a set of samples. However, during experiments on real data, we
found that when the alphabet is large, the calculation of Language Size and
datacost becomes extraordinarily time-consuming, since it needs a lot of tedious
work for computing the number of subset words of L(E). Given an expression
E = a∗b?(c∗&d?)ef+ as an example, n = 2 ∗ 6 + 1 = 13, actually it is tough to
compute the number of words in L(E) with length 13. Thus we introduce a simple
definition called Combinatorial Cardinality to value the precision of expressions.
Combinatorial Cardinality is limited to measure the precision of expressions with
interleaving, satisfying that different expressions have the same symbols with the
same unary operators {1, ?, ∗,+}. The smaller value of Combinatorial Cardinality,
the more precise of an expression. It is defined as follows.

Definition 4. Combinatorial Cardinality (CC) [26] Let Σ be the finite
alphabet set. Ei is a regular expression with interleaving over Σ. a, b∈Σ and
u, u′, v, v′∈Σ∗.

– CC(a) = CC(ε) = 1, where a ∈ Σ;
– CC(Et) = CC(E), where t ∈ rep;
– CC(E1|E2 · · · |En) = CC(E1) + CC(E2) + · · ·+ CC(En);
– CC(E1 · E2 · · ·En) = CC(E1)× CC(E2)× · · · × CC(En);
– CC(u&v) = CC(a · (u′&v)) + CC(b · (u&v′)), where u = au′ and v = bv′;
– CC((E1|E2| · · · |Em)&(E′1|E′2| · · · |E′n)) = CC(

⋃i=mj=n
i=1j=1 Ei&E

′
j).

Table 2: The Results on NASA

Method LS datacost CC

i2s 8.66 ∗ 108 1.95 ∗ 103 3.63 ∗ 106

learner+DME 8.66 ∗ 108 1.95 ∗ 103 3.63 ∗ 106

conMiner 1.42 ∗ 108 1.67 ∗ 103 10

InferISIRE 2.60 ∗ 105 1.00 ∗ 103 2

Table 3: The Results on www(DBLP)

Method LS datacost CC

i2s 1.53 ∗ 1018 1.34 ∗ 104 3.63 ∗ 106

learner+DME 1.43 ∗ 1015 1.11 ∗ 104 2160

conMiner 5.71 ∗ 1012 9.50 ∗ 103 360

InferISIRE 2.35 ∗ 1010 6.47 ∗ 103 168

Table 4: The Results on phdthesis(DBLP)

Method LS datacost CC

i2s 5.89 ∗ 1025 5.63 ∗ 103 8.72 ∗ 1010

learner+DME 7.04 ∗ 1024 5.27 ∗ 103 3.27 ∗ 107

conMiner 1.24 ∗ 1018 4.28 ∗ 103 1.51 ∗ 107

InferISIRE 4.07 ∗ 1014 4.04 ∗ 103 8.32 ∗ 105

Table 5: The Results on DocBook

Method LS datacost CC

i2s 7.50 ∗ 1012 3.75 ∗ 106 4.03 ∗ 104

learner+DME 3.57 ∗ 1011 3.19 ∗ 106 1.01 ∗ 104

conMiner 8.43 ∗ 107 1.50 ∗ 106 56

InferISIRE 2.69 ∗ 106 7.81 ∗ 105 6
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Table 6: Results of Inference Using Different Methods on XML datasets

Dataset Result of InstanceToSchema

Name Result of learner+DME

Sample Result of conMiner

Size Result of InferISIRE

a1&a+2 &a3&a+4 &a5&a∗6&a∗7&a8&a9&a∗10

NASA a1&a+2 &a3&a+4 &a5&a∗6&a∗7&a8&a9&a∗10

2435 a1a
+
2 a3a

+
4 a5a

∗
6a

∗
7a8a9&a∗10

a1a
+
2 a3a

+
4 a5a

∗
6(a∗10&a∗7)a8a9

a1&a2&a?3&a∗4&a∗5&a∗7&a∗6&a?8

table(DocBook) (a∗6|a∗7)&a∗5&a∗4&a1&a2&a?3&a?8

1719728 a?3&a∗4&a1a2a
∗
5a

∗
7a

∗
6a

?
8

a1a2(a?3&a∗4&a∗5)a∗7a
∗
6a

?
8

a?7&a∗10&a∗1&a?17&a∗2&a∗5&a∗14&a?3&a?6&a∗15

www(DBLP) (a∗10|a?17|a?6)&(a∗5|a?3|a?7)&(a∗2|a∗1)&a∗14&a∗15

2000226 a?6a
∗
1a

∗
14a

∗
5a

?
3a

?
7a

?
17&a∗15&a∗2a

∗
10

a∗1a
?
6(a∗14a

∗
5&a∗15&a∗2a

∗
10a

?
3a

?
7a

?
17)

a∗7&a∗10&a+17&a+2 &a∗19&a14&a?15&a?16&a?11&a∗12&a?9&a∗21&a?20&a?13

phdthesis(DBLP) (a?11|a?9|a∗19)&(a∗10|a?20|a?15)&a∗7&a?16&a∗12&a?13&a+2 &a14&a∗21&a+17

63420 a?13a
?
20&a∗12a

∗
7&a+17a

?
16&a+2 a14a

?
9a

∗
21a

?
15&a?11a

∗
19a

∗
10

a+2 a14(a∗19&a?13a
?
20&a+17a

?
16a

?
11&a∗21a

∗
10&a∗12a

?
9a

?
15a

∗
7)

The inferred regular expressions on these three XML corpora are shown in
Table. 6. For every XML data set, the inferred regular expressions of Instance-
ToSchema [14], conMiner [34], learner+DME [13] and InferISIRE are shown from
top to bottom. To save space, we use the short names of words and the list
of abbreviations is shown in https://github.com/yetingli/sofsem2019. We
calculated the Language Size, datacost and CC for the inferred results of different
methods on each data set, and they are presented in Table. 2-5 respectively. We
find that all regular expressions inferred by InstanceToSchema are only symbols
combined with the interleaving, not surprisingly, its result has a maximum Lan-
guage Size, datacost and CC on each data set, which denotes overgeneralization
of InstanceToSchema. Meanwhile, we find that the Language Size, datacost and
CC values of regular expressions inferred by InferISIRE are the smallest on all
the data sets, which indicates its better preciseness and the least generalization
among these methods.

Taking the results on NASA as an example. Both InstanceToSchema and
learner+DME only use interleaving to connect all symbols, thus some sequential
restrictions have been lost and learning results are overgeneralization. Further-
more, conMiner can not learn some consistent partial orders due to the limits
in SIREs, that is the & operator can only appears at the outermost layer of
an expression in SIRE. In the strings set extracted from nasa.xml, a1 always
occurs at the first position of strings and a9 always occurs at the last position
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of strings, the result of InferISIRE conforms to this constrain. But the result
of conMiner allows a10 to appear before a1 or after a9, which makes the result
overgeneralization for samples. To conclude, the regular expressions inferred by
InferISIRE are more precise compared with other tools and methods.

5 Conclusion

In this paper, focusing on the inference of Relax NGs, we proposed a new subclass
ISIREs of regular expressions with interleaving. Then we designed a polynomial
inference algorithm InferISIRE to learn ISIREs. Based on large-scale real data,
we calculated the usage proportion of ISIREs and other popular subclasses, and
found that the proportion of ISIREs is the highest, which shows ISIREs have a
better practicality. At last we compare the inferred results of InferISIRE with
other inference algorithms on three XML data corpora, experimental results
showed that the regular expressions inferred by InferISIRE are more precise.
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Abstract. Fixed roadside air monitoring stations measure air quality at a few 

locations in cities and generate hourly averages. Therefore, only a restricted 

statement about the spatial distribution of the pollutants is possible. A temporal 

and spatial prediction of air quality based on stationary measurements can also 

be extended and has already been sufficiently investigated. In this work we 

equipped a vehicle with additional sensors and measured the air quality, espe-

cially the NO2 concentration, in real-time traffic. This allows us to collect more 

precise data, which also include spatial considerations due to our mobile meas-

urement in real-time traffic. As we drove a selected route several times in suc-

cession, we were also able to investigate the temporal change of the measure-

ment results on this route. This is necessary in order to enable a higher accuracy 

in the prediction phase. To this end, we first cleaned up the measured NO2 con-

centration using specific vehicle parameters. Afterwards, we analyzed it using 

Kernel Density Estimation (KDE) in order to calculate a temporal and route-

based forecasting based on probabilities for the measured NO2 concentration. 

Results have shown that we can derive additional information (e.g. traffic light 

circuit) from specific vehicle parameters, which improve the probability tem-

poral and route-based forecasting. Furthermore, by cross-validation we show 

that KDE is more suitable for temporal and route-based forecasting than the use 

of mean or median values. Therefore, in this work we enable an extended ap-

proach to precisely forecasting NO2 concentration taking multiple parameters 

into account. 

Keywords: Vehicle Data-Driven Approach, Kernel Density Estimation, Proba-

bilistic Data, NO2 Mobile Vehicle Measurement, Real-Time Traffic, Cross-

Validation. 

1 Introduction 

It is known that official roadside monitoring stations measure air quality and generate 

hourly averages. The hourly limit value in European cities for NO2 concentration, 

which may be exceeded 18 times a year, is 200 μgm
-3

 and the average annual limit 

value is 40 μgm
-3

 [1]. Studies exist in which the pollutants are statistically analyzed 

based on fixed locations or mobile laboratories [2, 3]. Mobile measurements with a 
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bicycle or vehicle are also evaluated to measure fine-grained air quality and other 

pollutants in real time [4, 5]. The statistical survey of the actual state and, in addition, 

a time and route-based forecast of air quality help to provide early warnings to the 

population and take actions before tolerance limits are exceeded.  

In this respect, scientific approaches exist to make both, temporal as well as spatial 

forecasts. For instance, attempts on the basis of stationary measurement data were 

made to predict the NO2 concentration using various methods in the field of machine 

learning [6, 7, 8 and 9]. Alternatively, different dispersion models based on mathe-

matical or statistical approaches have been applied in order to investigate the spatial 

forecasting of pollutants [10, 11].  

In order to extend these prediction models, we equipped our vehicle with NO2 

measuring technology. Therefore, our measurements are not limited locally, as we 

measure in the area. This allows us to collect more precise data, which also include 

spatial considerations due to our mobile measurement in real-time traffic. As we drive 

a selected route several times in succession and measure the NO2 concentration, we 

can also investigate the temporal change of the measurement results on this route. 

This is necessary in order to enable a higher accuracy in the prediction phase.  

To this end, we have connected the measuring technology to the measurement sys-

tem of our vehicle, which also enabled us to log specific vehicle parameters from 

internal messages. Afterwards, we selected a route containing one traffic light and 

drove 17 times in a row. Thereby, we measured the NO2 concentration in real-time 

traffic.  

For this purpose, we first cleaned the measured data from disturbances such as 

measured exhaust plumes by using specific vehicle parameters. Subsequently, we 

used Kernel Density Estimation (KDE) to generate a temporal and route-based proba-

bilistic forecasting of NO2 concentration. Because our approach is vehicle data driven, 

we have derived the traffic light circuit from our velocity at the traffic light. This 

additional information helps us to improve the prediction especially in the area after 

the traffic light. Finally, we use methods of cross-validation to investigate the fore-

casting quality and compare KDE with statistical methods of averaging and median 

value formation in terms of their suitability. 

The contributions of our work are: 

1. We propose a lightweight, mobile measuring system that includes both, environ-

mental as well as specific vehicle parameters, and thus, allows for more precise da-

ta collection and a higher accuracy in the prediction phase. 

2. We propose a method of data cleaning for filtering exhaust plumes when measur-

ing air quality with a vehicle. 

3. We propose a methodology to generate a temporal and route-based probabilistic 

forecasting. 

4. We show how traffic light information, which is indirectly determined via the ve-

locity, can improve the prediction.  

5. A comparison of the forecasting techniques used with statistical methods. 
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2 Background 

In this Section, we describe in more detail the selected measurement technology and 

the specific vehicle parameters used in this work. Subsequently, we explain the driv-

ing route profile. Afterwards, we introduce the method of KDE as a probabilistic 

forecasting approach and the method of cross-validation to investigate the forecasting 

quality. 

2.1 Measurement Technology used and specific Vehicle Parameters 

We installed the measuring device "NO2 / NO / NOx Monitor Model 405 nm”
1
 on the 

vehicle. The principle of measurement is a direct measurement of NO2 in the concen-

tration range 0-10,000 ppb with an accuracy of 2 ppb. This device is designated for 

NO2 compliance monitoring in the United States but not in Europe [12]. Therefore, 

the measuring method does not comply with the official European directives and thus 

is not an officially licensed measuring technique. In comparison, the official meas-

urement method for NO2 concentration is based on the chemiluminescence method 

[1]. However, both methods mentioned have already been compared with each other, 

concluding that the data quality of our measuring device used is given [13].  

We connected the measurement technology with the vehicle measurement system, 

so that specific vehicle parameters such as GPS position, velocity and adaptive cruise 

control (ACC) were also logged via a vehicle bus system, e.g. controller area network 

(CAN). With ACC, the distance to the front vehicle is measured uniformly by using a 

sensor. The smaller the value, the smaller the distance to the front vehicle. 

2.2 Route Profile 

With the described measuring technique we have driven a route 17 times in a row in 

order to make a statement about how the NO2 concentration changes on the route for 

following vehicles. The investigated route has a length of 500 m, with a traffic light in 

the middle. First we analyzed the total route and then the section 150 m after the traf-

fic light, because there are different levels of emissions from vehicles depending on 

the traffic light circuit (e.g. acceleration from standstill after red phases). It should 

also be mentioned that weather parameters (e.g. wind) that could have an influence on 

the experiment were considered constant. 

2.3 Kernel Density Estimation 

In order to analyze the measured data we have chosen Kernel Density Estimation's 

approach. This is a method to estimate the unknown probability density function of a 

random variable (in this case NO2 concentration). The KDE is calculated by 

weighting the distances of all the data points. If there are more data nearby, the esti-

                                                           
1  https://twobtech.com/model-405-nm-nox-monitor.html 
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mate or the probability of existing data at that location is higher [14]. The kernel den-

sity estimator 𝑓 is defined by [14]: 

 𝑓(𝑥) =
1

𝑛∗𝑏
∑ 𝐾 (

𝑥−𝑥𝑗

𝑏
)𝑛

𝑗=1  (1) 

𝐾:  Kernel 

𝑛:   Sample size 

𝑏:   Bandwidth 

𝑥𝑗:  Sample 

 

Possible kernels that can be used to calculate the kernel density include the Gaussi-

an Kernel, Cauchy Kernel and Epanechnikov Kernel. According to [15], the selection 

of the kernel function (compared to the appropriate selection of bandwidth 𝑏) is of 

secondary importance. This has a minor role on the final quality of the estimate. 

Therefore, the Gaussian Kernel is used in this work [14]: 

 𝐾(𝑥) =
1

√2𝜋
exp (−

1

2
𝑥2) (2) 

Various methods are proposed in the literature for estimating the optimum band-

width (mathematically), such as distorted and undistorted cross-validation and plug-in 

estimators [16, 17]. Because the determination of the optimum bandwidth is not dis-

cussed in more detail in this work, we have simply assumed Silverman's rule of 

thumb (equation (3)) for the Gaussian Kernel in order to reduce the computational 

overhead [18]. Exemplary bandwidths are shown in Section 3.3. 

2.4 Cross-Validation 

Cross-validation methods are test methods of data analysis that are used, among other 

aspects, in data mining where the goal is prediction. There are several types of this 

method, such as simple, stratified or leave-one-out cross-validation [19, 20]. In this 

work, we use the process of simple cross-validation (Figure (1)). 

 

 

Fig. 1. Cross-Validation method used in this work 

In 𝑘-fold cross-validation, the forecast results are evaluated by partitioning the 

original data set into 𝑘 equally sized subsets 𝐷1,…, 𝐷𝑘  consisting of 𝑁 elements. Fur-

Drive 1 Drive 2 Drive 3 Drive 4

Drive k-3 Drive k-2 Drive k-1 Drive k

Drive 1 Drive 2 Drive 3 Drive 4

Training Testing

Iteration i=1

Iteration i=2

Iteration i=k
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thermore, a distinction is made between a training set and test set. 𝑘 passes are started 

in which the 𝑖-th subset of 𝐷𝑖  is used as the test set and the remaining 𝑘-1 subset of 𝐷𝑖  

is used as the training set. The total error rate is calculated as an average from the 

individual error rates of the 𝑘 individual runs [19, 20, 21]. 

3 Methodology 

In this Section, we first describe the data preparation and in particular a vehicle data-

driven methodology which we use to clean data set from exhaust plumes of the front 

vehicle. Afterwards, we describe the bandwidth selection and its effect on distribution 

in more detail. Furthermore, we show how the velocity can be used to increase the 

accuracy of the calculated probability for a given section. Finally, we show an ap-

proach to assess the forecasting quality. 

3.1 Data Preparation 

First, we connected the measurement device to the vehicle's measuring system. All 

CAN bus channels stored on the measuring system have different transmission fre-

quencies (asynchronous) because of different priorities on the CAN. This means, for 

example, that some channels are transmitted more frequently in a time unit than oth-

ers. Consequently, all recorded signals must be normalized to the same equidistant 

time vector in order to be able to deduce the distance covered from the velocity.  

In this work, we chose a linear interpolation based on the time vector with an in-

crement of 0.2 s. In order to infer distant-equivalent signals from time-equivalent 

ones, asynchronous distance-based units were initially extracted from the velocity 

signal. Subsequently, we used the linear interpolation (based on the distance) with an 

increment of 1 m in order to calculate signals with an equivalent distance. Afterwards, 

we created a 17 x 500 matrix. The row size is the number of drives and the column 

size stands for the parameters recorded or interpolated per 1 m, which we consider in 

this work. These include specific vehicle parameters such as GPS position, ACC sig-

nal and velocity as well as the measured NO2 concentration. 

In addition, we have taken into account the delay time and the reaction time of our 

measurement device by shifting the measurement data of the NO2 concentration by a 

certain time interval. This is particularly important to determine the location of the 

measured NO2 concentration. 

3.2 Data Cleansing 

After we converted the data to a route-based equidistant form, we used the vehi-

cle's ACC signal to clean up measured concentrations over the 500 m distance driven. 

In particular, we set values in the NO2-matrix as not a number (NaN), where we drove 

too close to the front vehicle. We have not used a different type of interpolation for 

this area because this procedure can distort the results. With this approach, measured 

exhaust plumes of the front vehicle can be filtered because we want. This is necessary 
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to avoid distortion of the measured NO2 concentration because we want to measure 

the air quality and not the exhaust plumes of front vehicles. The Figure (2) shows the 

mean measured NO2 concentration for individual drives with and without ACC filter-

ing. 

It is shown that with this approach relatively high measured concentrations can be 

cleaned up from the data set. A disadvantage of this approach is that we assume that a 

front vehicle emits pollutants. However, it is also possible that the front vehicle drives 

emission-free (e.g. electric vehicles, coasting, etc.). As a result, for individual drives 

(2, 13 and 17) the approach causes an increase in the mean concentration. 

 

Fig. 2 Mean NO2 concentration (standardized) over 500 m of individual drives with  

and without ACC filtering (left), difference between with and without ACC filtering (right) 

3.3 Bandwidth Selection for the Gaussian Kernel 

Figure (2) shows that the mean NO2 concentration of successive drives deviate from 

one another without being able to detect patterns. For this reason, we first investigate 

the distribution of the measured mean NO2 concentration. As already described in 

Section 2.3, the selection of the bandwidth 𝑏  of the kernel density function has a 

higher priority. The distribution of the sample (here the mean NO2 concentrations) by 

using the Gaussian Kernel exemplary for 𝑏 = 1 is shown in Figure (3). 

Alternative bandwidths (𝑏 = 2 and 𝑏 = 12 ) can be seen in Figure (4). If the values 

of 𝑏 are too small, random fluctuations are overrated and lead to noise in the graph 

("under-smoothing"). In contrast, too high values of  𝑏 lead to important details being 

ignored ("over-smoothing"). That is why we have taken Silverman's bandwidth to be 

optimal. We use this to investigate the distribution of NO2 concentration per meter. It 

is calculated as follows: 

 𝑏 = √(
4𝜎5

3𝑛
)

5
 (3) 

 

𝑏:   Bandwidth 

𝜎:  Standard deviation of the samples 

𝑛:   Sample size 
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Fig. 3. KDE with Gaussian Kernel and 𝑏 = 1.

 

Fig. 4. KDE with different bandwidths. 𝑏𝑜𝑝𝑡 is calculated with equation (3) 

3.4 Use of the Velocity as Additional Information 

Because we have connected the measuring sensors with the measuring system of our 

vehicle, we have logged further specific vehicle parameters. Among other, the veloci-

ty 𝑣 of our vehicle can vary over the distance depending on the traffic lights and the 

current traffic. We assume that we can deduce the switching of the traffic light from 

this information.  

First, as long as the velocity (allowed 50 km/h) does not fall below 40 km/h on the 

complete route, we assume a green traffic light. If it was less than 7 km/h, we assume 

a red traffic light. Values that lay between the two limits have not been classified as 

they can be caused by different driving situations (e.g., heavy traffic, a car that turns 

left/right).  
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Table 1. Classification of velocities 

 Number of drives Class 

𝑣 >= 40 km/h 4 1 

𝑣 < 7 km/h 10 2 

7 <= 𝑣 < 40 km/h 3 3 

 

In Table (1), we show an overview, summarizing the classification of velocities. 

By this classification of the drives depending on the velocity, we then reason about 

possible switching of the traffic light. The rationale of this approach is to have predic-

tive information about the switching process of the traffic light through communica-

tion of traffic control systems with the vehicle. Subsequently, a precise probability of 

the distribution of the NO2 concentration can be predicted in the area after the traffic 

light. 

3.5 Forecasting Quality 

We use the Root Mean Square Error (RMSE) to assess the forecasting quality after 

cross-validation. The RMSE indicates how well a forecast deviates on average from 

the real data. The larger the RMSE, the greater the deviation from the model. In the 

literature, the RMSE is used in many prognosis error evaluations, for example in re-

gression-based and statistical methods [22, 23].  

The RMSE is calculated as follows [23]: 

 𝑅𝑀𝑆𝐸 = √
∑ (𝑅𝑖−𝑃𝑖)²𝑁

𝑖=1

𝑁
 (4) 

𝑅:  Real data (trainings data) 

𝑃:  Predicted data (testing data) 

𝑁:  Sample size 

 

After dividing the data set into training and test data (method of cross-validation) we 

compare three approaches as training data. For KDE we first assess the NO2 concen-

tration (per meter), for which the probability (that this concentration occurs) is maxi-

mum. As a second and third approach we assess mean and median values (also per 

meter). Then we calculate the RMSE between the training data of the respective ap-

proach and the test data. 

4 Results and Discussion 

After we have explained the methodology of our approach in Section 3, we present 

and discuss the results in this Section. We no longer limit ourselves to the mean NO2 

concentrations shown in Figure (4). Rather, we look at the complete route and analyze 

the measured NO2 concentrations per meter using the methodology of Kernel Density 

Estimation. Figure (5) shows the relative frequency distribution of the NO2 concentra-
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tion per meter as a display image with scaled colors. The darker the area, the higher 

the probability. 

Our data reveal that up to the traffic light (at 250 m) the NO2 concentration can be 

predicted with a relatively high probability. In particular, a range between the NO2 

concentration 0.1 and 0.3 can be assumed by constant traffic and meteorological con-

ditions for this part of the course. Likewise, approx. 150 m after the traffic light (total 

from 400 m) an even range of the NO2 concentration can be predicted with a high 

probability.   

If the range between 250 m and 400 m is considered (the area between the two 

dashed lines in Figure (5), (6) and (7)), it is noticeable that the relative frequency 

distribution of the NO2 concentration is over-smoothed. This shows that any NO2 

concentration can occur with nearly the same probability. As already described in 

Section 3.4, vehicles have different velocities at the traffic lights depending on the 

state (i.e., red or green). It is known that vehicles that do not accelerate, for example, 

generally emit less pollutant than vehicles that accelerate particularly from standstill. 

Due to different speeds and emissions (e.g. depending on acceleration) for 17 drives 

we measured different NO2 concentrations in the range 0 to 0.8. Therefore, the distri-

bution is stretched at or immediately after the traffic light. Therefore, in this area we 

can only make limited statements about the relative frequency distribution of the NO2 

concentration. 

 

Fig. 5. Relative frequency distribution of all drives. The area between the two dashed lines 

shows the section immediately after the traffic lights. 

In order to make a more precise statement about the distribution in the range between 

250 m and 400 m, we compute this part of the course in dependence of the first two 

classes from Table (1). The first approach is that the velocity at each location of the 

road is according to Class 1 at least 40 km/h. To this end, we have calculated the dif-

ference between the relative frequency of all drives and only Class 1 in order to show 

the added value of this approach. Figure (6) shows that in particular in areas at or 

immediately after the traffic light an added value for the relative frequency distribu-



34 Enes Esatbeyoglu, Oliver Cassebaum, Sandro Schulze, and Andreas Sass
10 

tion is observed. It is also shown that a lower NO2 concentration in this section is to 

be expected for Class 1. 

By contrast, the Figure (7) shows the added value of the relative frequency distri-

bution of NO2 concentration for drives of Class 2. It is shown that a higher probability 

for a higher range of  NO2 concentration can be observed in this case. 

 

Fig. 6. Relative frequency distribution exclusively with drives with green traffic lights. The 

area between the two dashed lines shows the section immediately after the traffic lights. 

 

Fig. 7. Relative frequency distribution exclusively with drives with red traffic lights. The area 

between the two dashed lines shows the section immediately after the traffic lights. 

Figures (6) and (7) have shown that additional information can increase the probabil-

ity of the expected NO2 distribution immediately after the traffic lights. Depending on 

the different traffic lights, there will be a different concentration range with a high 

probability.  

In order to assess the forecasting quality in the area of 250 m to 400 m in particular 

by deriving traffic light information, we use cross-validation (Section 2.4) for three 
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approaches KDE, mean and median. Afterwards, we calculate the respective RMSE 

(Section 3.5). To this end, we first compare all drives of Class 1 and then of Class 2. 

Figure (8) shows for three approaches the median of the RMSE resulting from the 

cross-validation. It is shown that the KDE method is better suited for forecasting than 

statistical methods of averaging and median value formation, because the RMSE is 

smaller for both Class 1 and 2.   

Furthermore, it is shown that for all approaches the RMSE is higher for Class 1. 

This can be explained by the comparatively smaller data size (number of drives in 

Class 1: 4 and Class 2: 10). Therefore, it can be assumed that a greater amount of 

training data would reduce the forecasting error. 

 

 

Fig. 8. Comparison of the forecasting quality of different approaches by calculating the RMSE 

It should also be discussed to what extent the above experiment can be applied to 

more complex traffic situations. In this respect, for example, traffic jams can occur on 

any road segment depending on the traffic. If there is no traffic jam on a road seg-

ment, the traffic will flow better so that the measuring vehicles will have a higher 

velocity. However, if there is a traffic jam, this will result in a lower velocity for the 

measuring vehicles. Therefore, a classification similar to Table (1) can be used for the 

same road segment, considering the velocity of the measuring vehicle. Not only the 

traffic flow but also the number of vehicles per road segment would have to be taken 

into consideration. By using this information, the prediction quality could be im-

proved in a similar way as in this work. 

5 Conclusion and Future Work 

In this work we enable an extended approach to precisely temporal and route-based 

forecasting of NO2 concentration taking multiple parameters into account. To this 

end, we first showed which measurement technique was used to measure the NO2 

concentration on the vehicle. The mobile measurement allowed us to use both the 
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measurement data and the specific vehicle data to make a more accurate and precise 

statement about the NO2 distribution. In particular, we used specific vehicle parame-

ters (such as the distance sensor ACC) to remove the front vehicle's exhaust plumes 

from our database. Thus, we succeeded in presenting a method which we use to clean 

data set from exhaust plumes of the front vehicle. 

To this end, we used the cleansed data to generate a temporal route-based probabil-

istic forecasting. For this we used kernel density functions, whereby the Gaussian 

approach formed the kernel and the rule of thumb according to Silverman the band-

width selection. Because we measured different NO2 concentration for each drive, this 

approach allowed us to identify which concentration would most likely result at 

which sections of the route. 

In particular, we have found that the distribution of air quality after traffic lights is 

over-smoothed (taking into account all drives carried out). This has shown that any 

NO2 concentration can occur with nearly the same probability. By taking other specif-

ic vehicle parameters (such as velocity) into account, we were able to derive traffic 

light information. This additional information enabled us to improve the accuracy of 

the calculated probability, especially in the area after traffic lights.  

Afterwards, we assessed the forecasting quality using cross-validation methods and 

calculated the respective root mean square error. We have shown that the use of KDE 

results in lower error than the use of classical methods of averaging and median value 

formation. 

The approach of the kernel density estimation can be extended by considering the 

time dependence of the route-based distribution. In this context, the question of how 

current or previous values should be weighted should be examined in particular. The 

current work can be expanded by equipping several vehicles with suitable NO2 meas-

uring technology in order to make a comprehensive statement about the quantity and 

quality of the measurements. Furthermore, the NO2 concentration should also be 

measured at different weather conditions and times (especially rush hour) on a select-

ed route in order to take into account the influences of these parameters. 
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Abstract. In this paper, Advanced point-mass (PM) method is uti-
lized to estimate a user position in indoor environment. Noisy measure-
ments of acceleration and walk bearing are acquired from common smart-
phone sensors. A posteriori stochastic system state is approximated us-
ing bayesian filtering when a step is detected. In Advanced PM filtering
approach, a state space is discretized and represented by a floating reg-
ular grid or multigrid for multimodal probability density functions. The
method incorporates efficient partial methods, e.g., boundary-based grid
design and thrifty convolution which supports real-time positions estima-
tions. The Advanced PM method application to two-dimensional single
floor indoor localization is proposed and discussed. The position estima-
tion accuracy is evaluated and compared with the grid-based filtering
approach.

Keywords: Advanced Point-Mass Method· Indoor Localization · Bayesian
Filtering · Grid Design

1 Introduction

User navigation in indoor environments introduces a few particular challenges
compared to the outdoor navigation. Besides multiple floors building structure
and visualization opportunities, the main difference is in the positioning method
as satelite signal is not available indoors. No unique and widely adopted solution
is established for estimating the current position of a user in the building.

Some approaches require additional infrastructure, its calibration and main-
tenance, e.g., so-called pseudolites to transmit signals detectable by GPS re-
ceivers [17], solutions based on Bluetooth Low Energy (BLE) devices [19], Ultra
WideBand technologies [1] or existing WiFi access points [10]. On the contrary,
a building independent technique called Pedestrian Dead Reckoning (PDR) ex-
ploits human kinematics. It incorporates processed noisy sensor measurements
in format of detected steps and step headings into the relative user position es-
timation. A precise model of the building is required to obtain sufficient results.
An initial user location is determined manually or automatically using markers
(e.g., QR codes) or with external signal (e.g., GPS or BLE beacons). A current
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position is computed from previous estimations whilst noisy measurements in-
crease the accuracy error. The error is decreased due to the building structure as
approaching walls or it may be reduced by additional data using sensor fusion.
As an illustration, Chen et al. [5] proposed a solution where current relative
position is produced by PDR approach and corrected by Wi-Fi localization and
recognized landmarks.

The goal of this work is to confirm the applicability of the Advanced PM
technique for indoor localization. The paper is organized as follows. Section 2
outlines the related work of PDR solutions covering various implementations of
bayesian filtering. Section 3 introduces the proposed approach for user localiza-
tion. In section 4, the general bayesian filtering technique is described and the
positioning problem is discussed in terms of filtering. Advanced PM algorithm
and its essential features are outlined and implementation details are discussed
in section 5. In section 6, the estimation accuracy is evaluated and analyzed.

2 Related Work

Significant research focus is on Inertial Measurement Unit (IMU) which is a
device widely used in aircrafts and spacecrafts. It contains the accelerometer,
the gyroscope and often the magnetometer making it suitable for analyzing
pedestrian gait [8]. Despite its availability as a low-cost device, a smartphone
introduces new possibilities to widely adopted indoor navigation especially in
crowded buildings with high level of users, e.g., airports. Smartphones with the
same embedded sensors allow to elaborate the research using the same principles
for positioning, even though the way of holding the device is different.

Bayesian filtering is an essential component to deal with uncertainty which
is expressed by a probability distribution over random variables representing
a system state. Different implementations of the filter [3] are adopted for the
indoor localization application. Kalman filter represents the probability density
function (pdf) by unimodal Gaussian distribution. Extended versions of the filter
are applied on the localization problem to involve multimodal distribution and
nonlinear filtering, e.g., Extended Kalman filter (EKF) and Unscented Kalman
filter [9]. Kalman filters may be applied to other particular problems related to
positioning, e.g., EKF application for step length model calibration [15].

Particle filter represents the probability density function by a set of particles.
This discrete implementation of bayesian filtering is not restricted to Gaussian
and linear problems. Hafner et al. [7] show that the Particle filter outperforms
the Kalman filter with less accurate measurements.

Project HimLoc [14] utilize the Particle filter for fusion of WiFi fingerprinting
location estimations, PDR estimations based on sensors and activity classifica-
tion. Moder et al. [12] use the Particle filter for 2D localization. Moreover, the
Kalman filter is used for the activity recognition and a floor detection.

In our previous work the grid-based filter is examined [6]. This discrete filter
approximates the probability distribution by a finite set of points. A map is
tessellated into a regular grid where typically center points of the grid cells
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preserve the belief value and coordinates of these points are immutable unlike the
particles in the Particle filter. Computation demands increase with the number
of dimensions of the grid, i.e., number of random variables describing a system
state.

Advanced point-mass (PM) filter is built on a point-mass filter introduced
by Bucy and Senne in 1971 [4] as a method based on a numerical solution of
the integral in the Bayesian recursive relations. Šimandl et al. [16] proposed a
framework for the numerical approach to nonlinear state estimation with focus
on reducing computational demands especially for multimodal pdf and the grid
design. The aim of this work is to apply the proposed method with the satis-
factory results in nonlinear state estimation on indoor localization problem and
compare it with the grid-based filter. An accuracy improvement is expected as
the Advanced PM filter may reduce the error caused by discretization of the
space with adjustable grids (density of points) in every iteration.

3 Indoor Localization

Although the paper is dedicated to the Advanced PM method and Bayesian fil-
tering, the outline of comprehensive indoor localization approach is introduced.
Proposed indoor positioning method for smartphones involves five main compo-
nents on input in order to estimate the user (device) current position:

– Detected step is identified using acceleration measurements. The accelerom-
eter is the common sensor available almost in all smartphones. Step detection
may be supported directly by the platform. Otherwise, approaches based on
step phases recognition [6] or significant acceleration decrease detection [11]
are sufficient with high accuracy.

– Bearing is acquired from magnetometer and/or gyroscope. A mobile device
platform may provide the heading included in the rotation vector of the
device. Bearing values are filtered to obtain more stable values.

– Map model is required for PDR to declare inaccessible places in the build-
ing. Floor plans are generated with a few centimeter precision and annotated
with particular tools.

– QR codes enables absolute position detection. Strategically placed in the
building, QR codes provide coordinates of the position with other relevant
data. However, it may be more beneficial to incorporate other localization
method for initial position (e.g., based on WiFi, Bluetooth). Compared to
QR codes or manual detection by user, these methods require less efford
from users but may be less precise in the positioning.

– Floor detection is based on barometer measurements [18]. Identification
of a floor number is not trivial and require additional data. However, it is
possible to detect the floor change with the barometer. Detection of transi-
tions between floors along with the floor plans enable us to define a bayesian
filtering state only with two position coordinates (x and y), i.e., a current
position is estimated only within the same floor. The vertical coordinate (z)
is not included and when the floor transition is detected, the Bayes filter
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loads the map of the identified floor and is reset with the estimated position
determined by the location of used elevators, stairs or other types of tran-
sitions. In case the barometer is not embedded in the smartphone, another
approach to floor detection utilize Wi-Fi infrastructure [2].

Note that the step length is not available as input. Incorrect step length
estimations may produce significant decrease of positioning accuracy. Autocor-
rection of the estimation is possible under certain circumstances. Nevertheless,
some level of inaccuracy is expected and the indoor positioning system should
be able to overcome underestimated or overestimated step lengths.

Noisy measurements are processed by a bayesian filtering method in order
to approximate posterior pdf of the state. The place in building represented by
coordinates of a point with the highest belief value is denoted as the current
position estimation. Real-time indoor navigation application requires filtering
computation with feasible computational demands. The posterior pdf calculation
is expected to finish before next step is detected.

4 Bayesian Filtering

Imperfect sensors producing noisy measurements are not capable of indicating
the accurate state (the user position in this use case). The uncertainty introduced
by measurements is modeled by a Bayes filter which probabilistically estimate
a dynamic system state recursively over time using these noisy measurements.
Bayes filters represent the state at time t by random variables xt. Belief is a
probability distribution over xt. The aim of the filter is to sequentially estimate
the conditional pdf p(xt|zt) of the state xt given the sensor data as measurements
zt = [zT0 , z

T
1 , . . . , z

T
t ]T for the discrete-time stochastic system:

xt+1 = ft(xt) + wt, t = 0, 1, 2, . . . (1)

zt = ht(xt) + vt, t = 0, 1, 2, . . . (2)

where xt is a vector representing the system state. For indoor positioning prob-
lem xt ∈ IR2 and single state is represented by x and y coordinates. More
advanced approaches in terms of state description may include also third coordi-
nate, rotation, acceleration and velocity values in the state vector. Measurements
zt are denoting sensor data. At time t, a step is detected and the corresponding
bearing value is passed as zt = {αt}, αt ∈ IR.

Vector functions ft : IR2 → IR2 and ht : IR2 → IR are known and wt ∈ IR2,
vt ∈ IR represent known mutually independent zero-mean state and measure-
ment noise, respectively. State transition function in this solution for arbitrary
point of state xt is defined as

ft(x, y) = (x+ L× sin(αt), y − L× cos(αt)) (3)
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The solution of the filtering problem is given by the Bayesian recursive rela-
tions:

p(xt|zt) =
p(xt|zt−1)p(zt|xt)∫
p(xt|zt−1)p(zt|xt)dxt

(4)

p(xt+1|zt) =

∫
p(xt|zt)p(xt+1|xt)dxt (5)

where p(x0|z−1) = p(x0). State x0 is known with the belief value 1 for the
declared initial position and 0 for all other positions.

Kalman filter, Particle filter and other filters described in related work section
are implementations of Bayesian filtering that approximate belief distribution
when assumption for optimal Bayesian solutions do not hold, i.e., the analytic
solution is intractable [3].

5 Advanced Point-Mass Filtering

Advanced point-mass filter is the numerical approach to solve Bayesian recursive
relations which is based on approximation of continuous state space by a grid
of points. Similar to the grid-based filter, the belief values are computed only
on these points. However, the floating grid used in Advanced PM enables the
grid to transform and rotate according to the nonnegligible support of the pdf.
In [16], the Advanced PM method is compared with Particle filter for nonlinear
state estimation and the lower computational demands are achieved without a
loss of accuracy.

5.1 Algorithm

Adapted algorithm for single floor indoor localization based on the algoritm
introduced by Šimandl et al. [16] is proposed. A pdf p(xm|zt) is represented
by a grid of points Ξm(Nm) = {ξm,i : ξm,i ∈ IR2, i = 1, . . . , Nm}, by a set of
volume masses for a grid cell with their centers in points Dm = {∆ξm,i, i =
1, . . . , Nm} and by a set of belief values at the points Pm|t = {Pm|t,i : Pm|t,i =
p(ξm,i|zt), ξm,i ∈ Ξm(Nm)}.

Initialization Define an initial grid Ξ0(N0) in IR2 for the prior pdf p(x0|z−1) :
Ξ0(N0) = {ξ0,i; i = 1, . . . , N0} based on the initial position, volumes ∆ξ0,i and
set of pdf values P0,−1 = {P0|−1,i; i = 1, . . . , N0}. Then proceed for t = 0, 1, 2, . . .

Step 1 - Filtering Compute values of the approximate filtering pdf at points
of the grid Ξt(Nt) using the equation (4), for i = 1, . . . , Nt

Pt|t,i = c−1t Pt|t−1,ipvt(zt − ht(ξt,i))

where pvt
(zt − ht(ξt,i)) denotes p(zt|xt) from the equation (4) and the normal-

ization constant is defined as c−1t =
∑Nt

i=1∆ξt,iPt|t−1,ipvt(zt − ht(ξt,i))
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Step 2 - Time update of grid Transform the grid Ξt(Nt) to a grid Ht+1 =
{ηt+1,i; i = 1, . . . , Nt} by the system dynamics.

ηt+1,i = ft(ξt,i)

where ft denotes the state transition function defined in (3).

Step 3 - Grid redefinition Redefine the grid Ht+1(Nt) to obtain a new grid
Ξt+1(Nt+1) for xt+1 with the same structural properties as the original grid
Ξt+1(Nt+1) = {ξt+1,i; i = 1, . . . , Nt+1}. Compute Pt+1. Note that the state
noise wt is incorporated in the pdf approximated by Ξt+1(Nt+1).

Step 4 - Prediction Compute values of the approximate predictive pdf at the
new grid Ξt+1(Nt+1) using (5) for j = 1, . . . , Nt+1.

Pt+1|t,j =

Nt∑

i=1

∆ξt,iPt|t,ipwt
(ξt+1,j − ηt+1,i)

where pwt
(ξt+1,j − ηt+1,i) denotes the transition pdf p(xt+1|xt).

5.2 Method Features

The computational time for the Advanced PM filtering technique may be reduced
applying particular methods for grid manipulation. An outline of the framework
[16] is introduced:

– Anticipative approach includes computation of the predictive pdf support
Ωt+1 for p(xt+1|zt). Number of grid points and the volume mass is estimated
without a loss of accuracy.

– Boundary-based grid design extends the anticipative approach and en-
sures a comprehensive approximation of state space by a grid for multimodal
pdf’s and non-Gaussian pdf’s.

– Thrifty convolution derives significant points in transformed grid H̄t+1

for points ξt+1,j . Convolution is performed on nonrotated grids centered at
the origin of the state space.

– Multigrid representation extends the method to support multimodal
pdf’s. Grid splitting and merging methods are introduced to obtain mul-
tiple grids which are handled independently.

5.3 Implementation Remarks

Walls and other obstacles contribute to the localization error reducement. It is
decisive to examine a grid point accessibility during convolution in the prediction
phase (Step 4). An accessible point corresponds to a place in building where
it is possible to be situated, i.e., the position is not inside walls, obstacles or
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beyond the walls. It is beneficial to tessellate the map into grid cells (in this
case 33× 33 centimeters) and label cells as accessible or not. A point is assigned
to a cell to reduce computational demands. In some scenarios, it is required to
examine accessibility also for places between two points, e.g., if thin enough wall
is between the considered point at time t and the corresponding point at time
t+ 1.

State noise wt is zero-mean white noise with covariance matrix cov(wt) =
diag{σ2, σ2} where standard deviation σ = 15cm for every iteration at time t.

State xt does not involve heading information only coordinates. Bearing val-
ues determine the state transition function. Therefore, the measurement noise
vt was omitted, i.e., set to zero-mean and covariance matrix with zeros.

Other parameters were set as follows: γ = 0.5 for anticipative method, a = 4
for boundary-based grid design and K = 3 for multigrid design.

Reduction of points with negligible belief values is not performed in the
evaluation. However, it may be unavoidable to reduce these belief values in
complex large-scale scenario. The application impacts the number of points in
convolution and therefore the procedure of resetting negligible values increases
the speed of computation.

6 Evaluation

A set of experiments was performed in order to evaluate the proposed Advanced
PM method and to demonstrate a sufficient quality of localization compared with
the grid-based filtering introduced in [6]. The aim is to evaluate the localization
accuracy of the filtering methods with a methodology similar to the one used
for indoor localization competitions [13].

Similar or slightly better results are expected for the Advanced PM filter.
The localization error is increased by multiple factors, e.g., noisy sensor mea-
surements, incorrect step length estimation, space discretization. The grid-based
filter computes the estimated position only on points denoting centers of grid
cells. The Advanced PM method redefines grids at every iteration of filtering.
Therefore, the distance between two points may be smaller compared to fixed po-
sitions of the grid-based filter. The discretization of the space may not contribute
to the overall localization error to such an extent as with fixed grid points.

6.1 Evaluation Setup

The experiment took place in a faculty building on a single floor (see figure 1).
A subject with a low-end hand-held tablet walked the 87 meters long predefined
path with markers sticked to the floor. Markers denote coordinates where the
quality of estimation is evaluated. The Euclidean distance between an estimated
position and the real marker location determines the accuracy of the localization
method. All sensor measurements are recorded for all experiments along with a
camera record from another synchronized device which enables following inves-
tigation and comparison of proposed methods and their parameters under the
same conditions.
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Fig. 1. A footprint of the faculty building where experiments were performed. Or-
dered red dots denotes markers where the localization accuracy is computed. Traveled
distance of the path between marker #1 and #9 is 87 meters.

The real-time simulations of sensor readings were executed with different
step lengths to analyze the robustness of the method. Approximate real step
lengths were calculated from distance covered by twenty steps of every partici-
pant. Table 1 shows measured step lengths and selected step lengths rounded to
the multiple of five for comparison of proposed methods. Best step lengths are
selected based on rough observations in such a way that a set of estimated posi-
tions appear to create the smoothest path and have the lowest localization errors
on markers for both methods. Note that recordings #4 and #7 were executed
by the same participant.

Table 1. Approximate real step lengths for executed experiments.

Experiment #1 #2 #3 #4 #5 #6 #7

Computed Step Length in cm 79.1 91.1 79.1 84.7 66.4 78.0 84.7

Selected Step Length in cm 80 90 80 85 65 80 85

Best Step Length in cm 90 85 85 90 80 80 90

6.2 Localization Accuracy

All recordings were analyzed in offline mode with different estimated step lengths
between 70 and 95 centimeters for both methods. A few executed measurements
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with markedly incorrect selected step length result to high errors. As an example,
the underestimated step length produce less distance in simulation compared
with real covered distance after a specified number of steps. Turning left be-
tween markers #7 and #8 may result to position estimation near stairs between
markers #5 and #6 with the real position of participant on marker #9. These
recordings for both methods were removed from the following results.

The average localization errors on the markers obtained from 70 walks (35
for each method) are listed in table 2 and visualized in figure 2. In the data,
one can see the ability of the bayesian filters to utilize the changes in direction
in order to reduce the positioning error. Markers #3 and #8 are a few meters
after 90◦-turnings and the localization error decreases on these markers for both
methods. Walls as obstacles improve the positioning accuracy which supports
the usage of PDR methods especially in buildings with narrow corridors with
turnings.

Table 2. Average localization error on individual markers.

Method/Marker #1 #2 #3 #4 #5 #6 #7 #8 #9

Grid-based 0.79 2.63 2.44 1.90 2.29 4.41 5.00 4.34 4.77
Advanced PM 0.80 2.45 2.28 1.70 2.02 3.71 4.31 3.55 3.42

Fig. 2. The average localization error on individual markers. Blue line denoting Ad-
vanced PM method and red line for grid-based approach show comparable quality of
the position estimation.

Both proposed methods have a non-zero value on the first marker which is
caused by the way of computing an estimated position. A participant pressed
the button when crossing the marker. A posterior belief density is calculated
when a step is detected. The first estimated location after the identified marker
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is labeled as the marker position. Therefore, the error value lower than the step
length may be considered as negligible.

Table 3 and figure 3 show localization accuracy with the best possible step
length estimation. Average error for individual markers are computed from a
single best record for each test walk, i.e., seven measurements for each method.
The impact of 90◦ turnings is obvious. Moreover, the error increases slowly on the
segments between junctions compared with the underestimated or overestimated
values of the step length.

Table 3. Average localization error with the optimal possible step length estimation.

Method/Marker #1 #2 #3 #4 #5 #6 #7 #8 #9

Grid-based 0.79 1.25 1.29 1.22 1.15 2.13 1.96 0.80 1.71
Advanced PM 0.84 1.78 1.38 1.24 1.20 1.71 1.81 0.97 1.60

Fig. 3. Average localization error on individual markers with the optimal step length
estimation.

Figure 4 demonstrates similar results of robustness for both methods. An
average error is computed for all markers of a specified test walk. These errors
are compared for different step lengths.

7 Conclusion

The Advanced PM filter achieves good results for nonlinear filtering. It reduces
computational demands without a loss in the position estimation quality. The
goal of this paper is to confirm the applicability of the Advanced PM filter for
indoor localization. Bayesian filtering in general and Advanced PM filter as the



Indoor Localization based on Advanced Point-Mass Filtering Method 49

Fig. 4. Average localization error for individual step lengths estimations measured on
the test walk #4.

implementation of Bayesian filtering are discussed and customized for the indoor
localization problem. The evaluation supports the idea of Advanced PM method
application in the field of positioning. The localization results show similar qual-
ity for the grid-based filter and the Advanced PM filter. However, better results
were obtained for the Advanced PM filter in this evaluation scenario.

An opportunity to utilize all the features of the technique still remains unful-
filled. As an example, multigrid design with independently handled grids provides
sufficient method for sensor fusion, e.g., incorporating Wi-Fi measurements.

Following evaluation experiments and analysis may include comparison with
the Particle filter. The investigation may incorporate a sensor fusion case and
more complex environment as well as method performance analysis with different
parameters values, e.g., noise matrix.
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Abstract. We investigate the avoidability of unary patterns of size of
four with morphic permutations. More precisely, we show that, for the
positive integers i, j, k, the sizes of the alphabets over which a pattern
xπi(x)πj(x)πk(x) is avoidable are an interval of the integers (where x is
a word variable and π is a function variable with values in the set of all
morphic permutations of the respective alphabets). We also show how
to compute a good approximation of this interval. This continues the
work of [Manea et al., 2015], where a complete characterisation of the
avoidability of cubic patterns with permutations was given.

1 Introduction

The avoidability of patterns in infinite words is an old area of interest with a first
systematic study going back to Thue [5,6]. In these initial papers it was shown
that there exist a binary infinite morphic word and a ternary infinite morphic
word that avoid cubes and squares, respectively. That is, these infinite words
do not contain instances of the patterns xxx and xx, respectively. The most
important classical results on avoidability are surveyed in several chapters of [3];
see, e.g., Chapters 2 and 7 of [3] and the references therein.

In this article, we are studying the avoidability of repetitions in a gener-
alised setting. Namely, we are interested in the avoidability of unary patterns
with functional dependencies between variables. We are considering patterns like
xπi(x)πj(x)πk(x), where x is a word variable while π is function variable, which
can be replaced by bijective morphisms only. The instances of such patterns over
an alphabet Σ are obtained by replacing x with a concrete word, and π by a
morphic permutation of Σ. For example, an instance of the pattern xπ(x)xπ(x)
over Σ = {a, b} is the word uvuv such that |u| = |v|, and v is the image of u
under any permutation on the alphabet. Considering the permutation a → b,
and b→ a, then aba|bab|aba|bab is an instance of xπ(x)xπ(x).

In this setting, we continue the work of [1] and [4] as follows. In [4], a com-
plete characterisation of the avoidability of cubic patterns with permutations
xπi(x)πj(x) was given. Furthermore, in [1] it was shown that there exists a
ternary word that avoids all patterns πi1(x) . . . πir (x) where r ≥ 4, x a word
variable over some alphabet Σ, with |x| ≥ 2 and |Σ| ≥ 3, and the πij function
variables that may be replaced by anti-/morphic permutations of Σ. However,
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this result only holds when the length of x is restricted to be at least 2. Also,
in an extension [2] of the aforementioned paper [1], it was shown that all pat-
terns πi1(x) . . . πin(x) with n ≥ 4 under morphic permutations are avoidable
in alphabets of size 2, 3, and 4, but there exist patterns which are unavoidable
in alphabets of size 5. We extend these results by showing how to determine
exactly, for a given unary pattern P of size four with permutations, which are
the alphabets in which it is avoidable.

The main result of our paper is that given i, j, k ≥ 0, we show how to compute
the value σ such that the pattern xπi(x)πj(x)πk(x) is unavoidable in alphabets
of size at least σ + 1 and avoidable in alphabets of size 2, 3, 4, . . . , σ − 1. The
avoidability of this pattern in alphabets of size σ has to be analysed individually
for some i, j, k. Acoordingly, we show that for each pattern there exists an interval
(whose left end is 2 and right end is defined based on the respective parameters)
such that over each alphabet whose size is in the respective interval, there exists
an infinite word that does not contain instances of the given pattern. This shows
that the main result of [4] holds in the more general case of unary patterns of
size four. However, the technicalities we develop here are much more involved.

The structure of the paper is as follows: we first give a series of basic defi-
nitions and preliminary results. Then we define the aforementioned parameters,
and show how to use them to compute, for a given pattern p, the value σ such
that p is unavoidable over alphabets with m > σ letters. Finally, we show the
dual of the previous result: for alphabets with at most σ−1 symbols the pattern
p is avoidable. Due to space constraints, most of the repetitive technicalities of
this paper (e.g., a list of infinite words avoiding certain patterns) are left out.
However, the main part contains the major ideas needed to obtain the results
we state.

2 Preliminaries

We define Σk = {0, . . . , k − 1} to be an alphabet with k letters; the empty word
is denoted by ε. For words u and w, we say that u is a prefix (resp. suffix) of w,
if there exists a word v such that w = uv (resp. w = vu). If f : Σk → Σk is a
permutation, we say that the order of f , denoted ord(f), is the minimum value
m > 0 such that fm is the identity. If a ∈ Σk is a letter, the order of a with
respect to f , denoted ordf (a), is the minimum number m such that fm(a) = a.
A function f : Σ∗k → Σ∗k is a morphism if f(xy) = f(x)f(y) for all words x, y;
f is a morphic permutation if the restriction of f to Σk is a permutation of Σk.

A pattern with functional dependencies is a term over (word) variables and
function variables (where concatenation is an implicit functional constant). For
example, xπ(y)π(π(x))y is a pattern involving the variables x and y and the
function variable π. An instance of a pattern p in Σk is the result of substituting
uniformly every variable by a word in Σ+

k and every function variable by a
function over Σ∗k . A pattern is avoidable in Σk if there is an infinite word over
Σk that does not contain any instance of the pattern.
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In this paper, we consider only unary patterns (i.e., containing only one
variable) with morphic permutations, that is, all function variables are unary
and are substituted by morphic permutations only.

The infinite Thue-Morse word t is defined as t = limn→∞ φnt (0), for the
morphism φt : Σ∗2 → Σ∗2 where φt(0) = 01 and φt(1) = 10. It is well-known (see
[3]) that the word t avoids the patterns xxx (cubes) and xyxyx (overlaps).

The infinite ternary Thue word h is defined as h = limn→∞ φnh(0), for the
morphism φh : Σ∗3 → Σ∗3 where φh(0) = 012, φh(1) = 02 and φh(2) = 1. The
infinite word h avoids the pattern xx (squares).

This paper is related to the study of the avoidability of cubic patterns with
permutations from [4]. In the respective paper for a given pattern xπi(x)πj(x)
the authors defined the following four values: α1 = inf{t : t - |i − j|, t - i, t - j},
α2 = inf{t : t | |i − j|, t - i, t - j}, α3 = inf{t : t | i, t - j}, α4 = inf{t :
t - i, t | j}. Further, for k = min{max{α1, α2},max{α1, α3},max{α1, α4}}, it
was shown that xπi(x)πj(x) is unavoidable in Σm, for m ≥ k, and avoidable
in Σm, for 4 ≤ m < k. The avoidability of xπi(x)πj(x) in Σ2 and Σ3 was
separately investigated, and a complete characterisation of the alphabets over
which a pattern xπi(x)πj(x) is avoidable was obtained.

The reader is referred to [3,4,2] for further details. All computer programs
referenced in this paper can be found at http://media.informatik.uni-kiel.
de/zs/patterns.zip.

3 Avoidability of patterns under permutations

In this section we try to identify an upper bound on the size of the alphabets
Σm in which a pattern xπi(x)πj(x)πk(x), with i, j, k ≥ 0 is unavoidable, when
π is substituted by a morphic permutation.

In the pattern xπi(x)πj(x)πk(x), the factors x, πi(x), πj(x), or πk(x) are
called x-items in the following. Our analysis is based on the relation between
the possible images of the four x-items occurring in a pattern, following the ideas
of [4]. For instance, we want to check whether in a possible image of our pattern,
all four x-items can be mapped to a different word, or whether the second and
the last x-items can be mapped to the same word, etc.

To achieve this, we define in Table 1 the parameters αa, with 1 ≤ a ≤ 14.
Intuitively, they allow us to define, for a pattern xπi(x)πj(x)πk(x), which are the
alphabets Σm in which we can model certain (in-)equality relationships between
the images of the x-items. For example, in alphabets Σm with m ≥ α1 we can
assign values to x and π such that the images of every two of πi(x), πj(x), and
πk(x) are different (and this property does not hold in alphabets with less than
α1 letters). Also, in Σm with m ≥ α2 we can assign values to x and π such that
the images of x and πi(x) are equal to some word, while the images of πj(x)
and πk(x) are assigned to two other distinct words (also different between them;
again, this property does not hold in smaller alphabets). To simplify, we use
a simple digit-representation for any of these cases, defined in the last column
of Table 1. In this representation of each αa, we assign different digits to the
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x-items that can be mapped to different words in alphabets of size at least αa.
For example, we use the representation 0123 for the case defined through α1

and 0012 for the case defined by α2. In general, when considering an αa, we
assign a 4-digit representation to the pattern xπi(x)πj(x)πk(x) in the following
manner: we start with 0, and then put a 0 on all of the remaining three positions
corresponding to an x-item πt(x) to such that αa divides t. We then put a 1
on the the leftmost empty position. If the x-item on the respective position is
πr(x), we put 1 on all empty positions s such that αa divides (r− s), and so on.

Please note that the actual values the parameters αa, with 1 ≤ a ≤ 14, take
depend on the pattern xπi(x)πj(x)πk(x), and, more precisely, on i, j, k. Thus,
for different patterns we will have different parameters.

α1 = inf{t : t - i, t - j, t - k, t - |i− j|, t - |i− k|, t - |j − k|} 0123

α2 = inf{t : t | i, t - j, t - k, t - |j − k|} 0012

α3 = inf{t : t - i, t | j, t - k, t - |i− k|} 0102

α4 = inf{t : t - i, t - j, t | |i− k|} 0121

α5 = inf{t : t - i, t - j, t - |i− j|, t - |i− k|, t | |j − k|} 0122

α6 = inf{t : t | i, t | j, t - k} 0001

α7 = inf{t : t | i, t - j, t | k} 0010

α8 = inf{t : t - i, t | j, t | k} 0100

α9 = inf{t : t - i, t | |i− j|, t | |i− k|} 0111

α10 = inf{t : t | i, t - j, t | |j − k|} 0011

α11 = inf{t : t - i, t | j, t | |i− k|} 0101

α12 = inf{t : t - i, t | k, t | |i− j|} 0110

α13 = inf{t : t - i, t - k, t | |i− j|} 0112

α14 = inf{t : t - i, t - j, t | |i− j|} 0120

Table 1. Definition of the values αa, with 1 ≤ a ≤ 14.

Recall that inf ∅ = ∞, so the value of some αas may be infinite. However,
note that the set {t : t - i, t - j, t - k, t - |i − j|, t - |i − k|, t - |j − k|} defining
α1 is always non-empty, and also that α1 > 3. Indeed, at least two of i, j, k
have the same parity, so α1 should not divide 2. Similarly, out of 0, i, j, k at
least two have the same reminder modulo 3, so α1 should also not divide 3. Let
K = {α1, α2, . . . , α14}.

For a pattern xπi(x)πj(x)πk(x), we say that one of the numbers αa (and
its corresponding representation) models an instance uf i(u)f j(u)fk(u) of the
pattern in the case when two of the factors u, f i(u), f j(u), fk(u) are equal if
and only if the digits associated to the respective factors in the representation
of αa are equal. An infinite word w over some alphabet Σ avoids a set S ⊆ K
if w contains no instance of the pattern xπi(x)πj(x)πk(x) that is modelled by
the parameters of S; note that when we discuss about words avoiding a set of
parameters, we implicitly assume that the pattern xπi(x)πj(x)πk(x) is fixed.

Before showing our first results, we need several new notations.

Let w1 and w2 be the digit representation of some α`, and αp respectively,
with `, p ≥ 1, we say that w1 is a swapped form of w2 if there exists a position
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i ≤ 4 such that w1[i] = w2[i+ 1], and w1[i+ 1] = w2[i], and w1[j] = w2[j] for all
j /∈ {i, i+ 1}. For instance, 0012 and 0102 are swapped forms of each others.

Let α be the digit representation of xπi(x)πj(x)πk(x). We say that α has a
prefix square if it starts with 00, while the other two digits are 1 and 2; this is the
case for 0012 = α2. Furthermore, a digit representation has a suffix square if it
ends with 22 and the two other digits are 0 and 1; this is the case for 0122 = α5.
We say that α has a gapped square, if it is 0102, where the 0s form the gapped
square, or if it is 0121, where the 1s form the gapped square. We say that α
contains a cube if it is 0001 or 0111. We say α has two squares if it is 0011.
Finally, α contains gapped cubes if it is 0010 or 0100.

Now based on these relations, we define the following collections of sets. The
idea behind all these collections is to generate sets of parameters αas that cannot
be avoided and have a minimal cardinality. No matter what will be added to
these sets, they will preserve their unavoidability, while erasing something from
them will make them avoidable. To obtain these collections we used a computer
program and randomly generated some unavoidable sets of parameters of size
five. Using the similarities between the instances modelled by these sets, defined
in terms of (gapped) squares and cubes occurring in their digit representation,
we developed an algorithm to generate more sets of patterns.

Let S1 be the collection of sets (each with five elements) that contain α1 and:

– one of the αas whose representation has a prefix or a suffix square, but no
gapped cube. That is: α2 or α5.

– one of the αas that has a gapped square, but does not have two gapped
squares. These are α3 or α4.

– one of the αas that contains cubes or two squares: α6 or α9 or α10.
– one of the αas that contains gapped cubes: α7 or α8.

For example, one possible set from S1 is {α1, α2, α4, α6, α7}. Note that more sets
like this one can be constructed using this scheme, and we should consider all of
them, but because of lack of the space, we do not list all the examples here.

We also have the restriction that if the representations of the squares and
gapped squares of a set from S1 are not swapped form of each other, then the
elements of S1 representing cubes or gapped cubes should have the same digit
on all positions of equal digits from the representations of squares and gapped
squares. For example, in the case of 0012 we have that the first and second
position contain the same digit and for 0121 we have that the second and the
last position contain the same digit, so our gapped cube should be 0010 meaning
that the first, second and the last position should contain the same digits.

Let S2 be the collection of sets (with five elements) that contain α1 and:

– one of the αas of the set {α2, α3, α4}, and
– one of the αas of the set {α6, α7, α9}, and
– both αas that contain a square in the middle of the word (α12 and α13).

Moreover, we have the restriction that if we choose α2 then α7 should be added
to the set. For example, one possible set from S2 is {α1, α2, α7, α12, α13}.
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Let S3 be the collection of sets (with five elements) that contain α1 and α10

(the only αa that has two square factors) as well as:

– one of the αas whose representation has a prefix or a suffix square, but no
gapped cube. That is: α2 or α5.

– one of the αas whose representation has a gapped square, but does not have
two gapped squares. That is: α3 or α4.

– one of the αas whose representation contains gapped cubes: α7 or α8.

We also have the restriction that if the representation of the squares and gapped
squares of a set from S3 are not swapped form of each other, then its elements
representing cubes or gapped cubes should have the same digit on all positions
of equal digits from the representations of squares and gapped squares. For
example, one possible set from S3 is {α1, α2, α4, α7, α10}.

Let S4 be the collection of sets that contain α1, α2, α7, and:

– one of the αas whose representations contain cubes (α6 or α9), or two square
(α10) and

– one of the αas for whose representation only the first and last digits are
equal, and they are different from all other digits (α14).

One such set is, for example, {α1, α2, α7, α10, α14}.
Let S5 be the collection of sets that contain α1, α12, α13, and α14, as well as

one of the αas whose representation contains cubes (α6 or α9). One example is
{α1, α9, α12, α13, α14}.

Let S6 be the collection of sets that contain α1, α10, α13, α14, and

– one of the αas whose representation contains a cube (α6 or α9), and
– one of the αas whose representation contains a gapped cube (α7 or α8), and
– one of the αas whose representation contains a gapped square (α3 or α4).

Here we have the restriction that if we have in a set of S6 the element α7, whose
representation has on the first, the second and the last positions the same digit,
we should add α4 whose second and last digit are the same. Furthermore, the
presence of both α4 and α8 in a set is not permitted. For example, one possible
such set is {α1, α4, α6, α7, α9, α10, α13, α14}.

Let S7 be the collection of sets that contain α1, α12, α13, and one of the αas of
the set {α2, α5}, and one of the αas of the set {α3, α4}, and one of the αas of the
set {α7, α8}. Here we have this restriction that the combination of {α2, α4} and
{α2, α7} is not permitted and if the αas of a set from S7 whose representation
contain squares and gapped squares are not swapped form of each other, then its
elements representing cubes or gapped cubes should have the same digit on all
positions of equal digits from the representations of αas that contain squares and
gapped squares. For example, one possible such set {α1, α3, α5, α8, α12, α13}.

Let S8 be the collection of sets (with six elements) that contain α1 and all
elements of the set {α3, α5, α7, α14}, and one of the αas of the set {α6, α9}. One
example is {α1, α3, α5, α7, α9, α14}.

Let S9 be the collection of sets (with seven elements) that contain α1 and ,
α10:
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– one or two elements of the set {α2, α5}, and
– all elements of the set {α7, α14} or {α8, α14} or one or two elements of the

set {α12, α13, α14},.
– one of the αas of the set {α3, α4}, and
– one of the αas of the set {α6, α9}, and
– one of the αas whose representation has two gapped squares α11.

Here we have the restriction that if two elements of the set {α2, α5, α10} were se-
lected, one element of the set {α12, α13, α14} should also be chosen, and the other
way around. Furthermore, if we choose α2 or α5 or α10 as the αas with squares in
a set, then α3, α4, and α14 should be selected as gapped squares, respectively, and
in the first two conditions, α10 and (α12 or α13), and in the last condition, (α3 or
α4) and (α7 or α8 or α12 or α13) should be added to the set. The other restriction
is that, if we have the numbers α7, α14, then α3, and if we have the numbers α4,
α14, then (α8 or α12) should be chosen as the gapped squares in a set. In the
end, the union of the sets {α6, α10, α13, α14}, and {α12, α13} is not allowed, and
the following sets: {α1, α3, α6, α8, α10, α11, α14}, {α1, α4, α5, α6, α10, α12, α14},
{α1, α4, α6, α7, α10, α11, α14} are also exceptions that should not be considered.
A set fulfilling all the above is {α1, α2, α3, α6, α10, α11, α13}.

Let S10 be the collection of sets (with eight elements) that contain α1 and
(only) one of the following sets:

– α3 and one of the sets {α5, α6, α10, α11, α13, α14} or {α5, α9, α10, α11, α13, α14},
– {α2, α4, α13} and one of the sets {α6, α10, α11, α14} or {α9, α10, α11, α14}.

For example, one possible such set is {α1, α3, α5, α6, α10, α11, α13, α14}.
While the choice of these classes may seem, in a sense, arbitrary, we tried to

group together in the same class sets of parameters, according to the common
combinatorial features of the elements defining them. The way we obtained these
sets is by computer exploration. The idea behind the definition is to generate
unavoidable sets of parameters αa which have a minimal cardinality. We basically
started with the sets of size 5, and tried to extend them one element at a time
in order to obtain unavoidable sets. As such, we ensured that removing some
element from them leads to an avoidable set of parameters, while, no matter
what element we add to them preserves their unavoidability. The reason to start
with sets of 5 parameters is given in the next lemma.

Lemma 1 Let K ′ ⊂ K be any subset of size at most 4 of K. There exists an
infinite word w such that w does not contain 4-powers and if w contains an
instance of the pattern xπi(x)πj(x)πk(x) then it can not be modelled by any
tuples of the set of patterns K ′.

The main result of this section is the following theorem.

Theorem 1. Given positive integers i, j, k such that i 6= j 6= k 6= i, consider
the pattern p = xπi(x)πj(x)πk(x). Let σ = min{max(S) | S = S` for some
` = 1, . . . , 10}. Then σ ≥ 4 and p is unavoidable in Σm, for all m > σ.
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Proof. Because m ≥ α1, we have that for every word u ∈ Σ+
m there exists a

morphic permutation f such that every two words of u, f i(u), f j(u), fk(u) are
different. Indeed, we take f to be a permutation such that the orbit of u[1] is
a cycle of length α1, which means that the first letters of u, f i(u), f j(u) and
fk(u) are pairwise different. Similarly, the fact that m ≥ α2 (when α2 6= ∞)
means that for every u ∈ Σ+

m there exists a morphic permutation f such that
fk(u) 6= u = f i(u) 6= f j(u) 6= fk(u). In this case, we take f to be a permutation
such that ordf (u[1]) = α2. We can derive similar observations for all the αa
parameters involved in the definition of σ.

One can check with the aid of a computer, by a backtracking algorithm, that
if m ≥ max(S) + 1, when S = S` for some ` = 1, . . . , 10, then p is unavoidable
in Σm. Our computer program tries to construct a word as long as possible by
always adding a letter to the current word (obtained by backtracking). This letter
is chosen in all possible ways from the letters contained in the word already, or
it may also be a new letter, and we just check whether it creates an instance of
the pattern as a suffix of the word. Generally, we were not able to check if an
arbitrary instance of the pattern is created, due to the complexity of checking
all permutations as possible image of π. But, in most of the cases we need to
check, we got the result even when we explicitly allowed π to be only a cycle.
In the remaining cases, we needed to allow π to act as the identity on a symbol,
and as a cycle on the rest of the alphabet. This latter case, which was still easy
to check, is the reason why we got that p is only avoidable over alphabets of size
at least σ + 1 and not already over an alphabet of size σ.

For instance, looking at S1, using a computer program that explores all the
possibilities by backtracking we obtained that if m ≥ max{α1, α2, α4, α6, α7},
which is at its turn greater or equal to 4 as α1 > 3, the longest word that does
not contain an instance of this pattern, even when constraining π to be a cy-
cle, has length 36, and it is 010210210210033001133001133001133000 (adding
new letters to this word does not lead to a longer one). On the other hand,
we found arbitrarily long words that contain instances of the pattern mod-
elled by α1, α2, α3, α6, α10, α11, α12 when we allow π to be replaced only by
cycles. However, if we allow π to be more general (i.e., only fix one symbol
of the alphabet and be a cycle on the rest), we obtain that there are no in-
finite words that avoid the pattern in this case. So, over alphabets of size
m ≥ max{α1, α2, α3, α6, α10, α11, α12}+ 1 the pattern is unavoidable.

The longest words that do not contain their instances, as well as words for
all the other cases, can be easily found by backtracking.

Note that by the results (Theorem 4 and Theorem 6) of [2] it also follows
that σ + 1 ≥ 5. ut

4 Algorithm to generate avoidable cases

In Lemma 1, we proved that given the pattern xπi(x)πj(x)πk(x), for each i, j,
and k, we can compute an upper bound on the minimum size of an alphabet
over which the pattern is unavoidable. Now to show that this is the minimum
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cardinality over which the pattern of size four is unavoidable, we proceed as
follows.

Let Ka be the class that contains all nonempty sets of αa parameters S′ such
that S′ does not include any set S = S` for some ` = 1, . . . , 10. In other words,
Ka contains all nonempty strict subsets of the sets S = S` for some ` = 1, . . . , 10
as well as any other sets of parameters that do not include any of the sets S = S`
for some ` = 1, . . . , 10. We already know that all subsets of the sets S = S` for
some ` = 1, . . . , 10 are avoidable. Also, all supersets of the sets S = S` for some
` = 1, . . . , 10 are unavoidable (as the sets S already are unavoidable), so we try
to show that all the other sets of parameters are avoidable. However, Ka has
about 1400 sets of patterns, so checking each of them is hard to be done by pen
and paper.

Fortunately, there is an observation we can exploit at this point: all subsets
of an avoidable set of parameters is avoidable as well. For instance, if the set
{α1, α2, α5, α6, α8, α14} can be avoided by a word w, then the set {α1, α2, α5}
can also be avoided by w. Thus, we can look for the sets of parameters with
maximal cardinality that belong to Ka and are avoidable. Clearly, the entire K
is unavoidable. However, K \ {α1} can be shown to be avoidable. Our approach
is implemented in the following algorithmic scheme.

Algorithm 1 Algorithm to generate avoidable cases

1: Let n = 10. Using the sets Si, (1 ≤ i ≤ 10), generate all sets of αas of cardinality n,
that have no unavoidable sets of patterns as subset; show that they are avoidable;

2: For all n from 9 down to 4, generate all sets of cardinality n that have no unavoid-
able sets of patterns as subset; these sets should not be subsets of the avoidable
sets of αas of cardinality n + 1 (to avoid generating repetitive avoidable sets of
cases generated in the past step); show that they are avoidable.

The following theorem states which sets of αas can be avoided, according to
the algorithm above, concluding thus our approach. It is worth noting that the
search space was drastically reduced by our aproach.

Theorem 2. For each of the following sets there exists an infinite word over
an alphabet of size at most 5, such that if this word contains an instance of
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xπi(x)πj(x)πk(x) then this instance can not be modelled by an element of the set.

{α2, α3, α4, α5, α6, α7, α8, α9, α10, α11, α12, α13, α14},
{α1, α2, α3, α4, α5, α6, α9, α10, α11, α14}, {α1, α2, α3, α4, α5, α6, α9, α10, α12, α14},
{α1, α2, α3, α4, α5, α6, α9, α10, α13, α14}, {α1, α2, α3, α4, α5, α6, α9, α11, α12, α14},
{α1, α2, α3, α4, α5, α6, α9, α11, α13, α14}, {α1, α2, α3, α4, α5, α7, α8, α11, α12, α14},
{α1, α2, α3, α4, α5, α7, α8, α11, α13, α14}, {α1, α2, α3, α4, α5, α10, α11, α12, α13, α14},
{α1, α2, α4, α6, α8, α9, α10, α12}, {α1, α2, α4, α6, α9, α10, α11, α12},
{α1, α2, α4, α6, α8, α9, α11, α12, α14}, {α1, α2, α4, α8, α10, α11, α12, α13},
{α1, α2, α4, α8, α10, α12, α13, α14}, {α1, α2, α4, α8, α11, α12, α13, α14},
{α1, α2, α4, α6, α8, α9, α10, α11, α13, α14}, {α1, α2, α5, α6, α7, α8, α9, α10, α11, α12, α13, α14},
{α1, α3, α4, α6, α7, α8, α9, α10, α11, α12, α14}, {α1, α3, α4, α6, α7, α8, α9, α10, α11, α13},
{α1, α3, α4, α6, α7, α8, α9, α11, α13, α14}, {α1, α2, α4, α6, α8, α9, α10, α11, α13},
{α1, α3, α4, α6, α9, α10, α11, α13, α14}, {α1, α3, α4, α7, α8, α10, α11, α12, α13},
{α1, α3, α4, α7, α8, α10, α11, α13, α14}, {α1, α3, α4, α7, α8, α11, α12, α13, α14},
{α1, α3, α4, α7, α8, α10, α12, α13, α14}{α1, α3, α5, α6, α7, α9, α10, α12},
{α1, α3, α5, α6, α9, α10, α11, α12}, {α1, α3, α5, α7, α10, α11, α12, α13},
{α1, α3, α5, α7, α10, α12, α13, α14}, {α1, α3, α5, α7, α11, α12, α13, α14},
{α1, α3, α5, α6, α7, α9, α10, α11, α13, α14}, {α1, α3, α5, α6, α7, α9, α11, α12, α14}
{α1, α3, α7, α10, α11, α12, α13, α14}, {α1, α4, α6, α8, α9, α10, α12, α14},
{α1, α4, α6, α8, α9, α10, α13, α14}, {α1, α4, α8, α10, α11, α12, α13, α14}

Proof. We only show the statement for the set T = {α2, α3, α4, α5, α6, α7, α8, α9,
α10, α11, α12, α13, α14}. The other cases can be proved in a similar fashion.

Let hα = α(h), where α : Σ∗3 → Σ∗5 is the morphism defined by
0→ 0123041203410234, 1→ 0132403124302134, 2→ 0123402134201324.
We show that if hα contains an instance of the pattern xπi(x)πj(x)πk(x) then

this instance can not be modelled by any tuple of the set T . Assume, for the
sake of contradiction, that hα contains a factor of the form uf i(u)f j(u)fk(u)
which can be modelled by any of the αa ∈ T (with f morphic permutation).
The maximum length of a factor of hα that does not contain a full image of
any letter of the ternary Thue word under α is 30. Using a computer program
we checked that hα has no factor of the form uf i(u)f j(u)fk(u) with |u| < 31
which can be modelled by any of the αa ∈ T . Further, if u is a word of length
≥ 31, each of the factors u, f i(u), f j(u), fk(u) contains a full image of a letter
of h. If all these factors contain only the image of 1 then we get a contradiction,
as it would mean that h contains a square (either 11 or a longer square whose
image covers uf i(u)f j(u)fk(u)). If one of them contains the image of 0 or 2 we
proceed as follows. Note that the letters 0 in the image of 0 under α and the
letters 2 in the image of 2 occur repeatedly four times, with 3 symbols between
them. So, in one of u, f i(u), f j(u), fk(u), we will have either the image of 0 un-
der α, or the image of 2 under α, and, consequently, four occurrences of 0, with
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3 other symbols between two consecutive 0s, or, respectively, four occurrences
of 2, with three other symbols between two consecutive 2s. Consequently, the
four occurrences of 0 or 2 should be aligned to four occurrences of another sym-
bol, when considering the alignment of the factors u, f i(u), f j(u), fk(u). Thus,
if at least one of the f i, f j , or fk is not the identity, in uf i(u)f j(u)fk(u), based
on the repetition of the letters 0 in the image of 0, we should have one of
the following alignments: 0123041203410234 aligned with 0412034102340132 (a
contradiction, because this would mean that there is a function mapping 3 to
both 2 and 3); 01230412034102340 aligned with 04120341023401234 (a contra-
diction, because this would mean that there is a function mapping 0 to both
0 and 4); 0123041203410234 aligned with 3240312430213401 (a contradiction,
because this would mean that there is a function mapping 1 to both 1 and
4); 0123041203410234012 aligned with 2340213420132401230 (a contradiction,
because this would mean that there is a function mapping 0 to both 2 and 3);
01230412034102340132403124302 aligned with 23402134201324012304120341023
(a contradiction, because this would mean that there is a function mapping 3
to both 1 and 2); 01230412034102340 aligned with 23402134201324013 (a con-
tradiction, because this would mean that there is a function mapping 3 to both
0 and 1); 01230412034102340 aligned with 21342013240123041 (a contradiction,
because this would mean that there is a function mapping 4 to both 0 and 4).
We can apply the same reasoning for the alignments based on the repetition of
the letters 2 in the image of 2, and get again only contradictions. Therefore, no
instance of the pattern is contained in hα. This concludes our proof. ut

We can now show the main theorem of this paper:

Theorem 3. Given a pattern p = xπi(x)πj(x)πk(x) we can determine effec-
tively the value σ, such that p is avoidable in Σm for m ≤ σ−1 and unavoidable
in Σm for m ≥ σ + 1.

Proof. By [1,2], we get that all the unary patterns of size 4 with permutations
are avoidable in Σm for m ∈ {2, 3, 4}. If i = j or j = k then all the instances of
the pattern contain squares, so the pattern is avoidable in Σm for all m ≥ 3. If
i = k, then the pattern is avoidable in Σm, for all m ≥ 3, according to the results
of [4], where it is shown that πi(x)πj(x)πi(x) is avoidable in such alphabets.

Let us thus assume that i 6= j, i 6= k, and j 6= k (which is also the setting
of Theorem 1). We compute the parameters αa, with 1 ≤ a ≤ 14, for the
given pattern. Then, we consider the sets Si, with 1 ≤ i ≤ 10, and compute
σ = min{max(S) | S = S` for some ` = 1, . . . , 10}. By Theorem 1 we get that
xπi(x)πj(x)πk(x) is unavoidable in Σm, for m ≥ σ + 1. Let now S′ = S` for
some ` = 1, . . . , 10 be a set such that max(S′) = σ. Assume that there exists
` ≥ 5 such that xπi(x)πj(x)πk(x) is unavoidable in Σ` and ` < σ. Let A0 be the
set containing all αa parameters which are at most `, or, in other words, let A0

be the maximal subset (with respect to inclusion) of K such that if α ∈ A0 then
α ≤ `. Clearly, A0 is either a strict subset of a set S = S` for some ` = 1, . . . , 10
or A0 is incomparable to any of the sets of S. It cannot include any set S′′ = S`
for some ` = 1, . . . , 10 as then max(S′′) < max(S′) = min{max(S) | S = S` for
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some ` = 1, . . . , 10}, a contradiction. Thus A0 is included in one of the sets from
the statement of Theorem 2. Consequently, there exists an infinite word w over
a five letter alphabet that avoids A0. In fact, w avoids A0 over all alphabets Σm
such that the instances of p over Σm correspond only to αas contained in A0.
This means that w avoids A0 in Σm with 5 ≤ m ≤ `. So, p is avoidable in Σ`, a
contradiction.

In conclusion, the pattern p = xπi(x)πj(x)πk(x) is avoidable in Σm when
2 ≤ m < σ. This concludes our proof. ut

We get the next corollary, by taking, in the setting of the previous theorem,
δ = σ, if xπi(x)πj(x)πk(x) is avoidable in Σσ, or δ = σ − 1, otherwise.

Corollary 1. Given a pattern p = xπi(x)πj(x)πk(x) there exists δ a natural
number or +∞, such that p is avoidable in Σm for m ∈ {2, 3, . . . , δ} and un-
avoidable in IN \ {2, 3, . . . , δ}.

5 Conclusions

We have shown how to compute, given a pattern xπi(x)πj(x)πk(x), a rather pre-
cise approximation of the size of the alphabets where this pattern is avoidable.
More importantly, we show that the sizes of these alphabets form an interval
of integers. Our results extend the results of [4] and [2]. The method we used
is to explore the number theoretic connections between i, j, and k, in relation
to the possible orders the permutation π may have. This approach follows the
initial ideas of [4], but requires a much more careful and deeper analysis. Essen-
tially, while the relations between i and j in a cubic pattern xπi(x)πj(x) can
be modelled with four parameters only, in the case of xπi(x)πj(x)πk(x) we have
14 such parameters. Exhaustively analysing all the possible relations between
these parameters, as it was done in [4], would take too long, so we devised a
less complex way of exploring them. We basically see, on the one hand, which
minimal combinations (in the sense of cardinality) of such parameters lead to
the conclusion that the pattern is unavoidable in alphabets of large enough size,
while also looking for the maximal combinations of the parameters that lead to
the conclusion that the pattern is avoidable in alphabets of small enough size.
This approach produced a rather large, but still tractable, case analysis.

In order to extend our results to arbitrarily long unary patterns with permu-
tations, we expect that a valid approach would still be based on defining similar
sets of parameters and exploring their combinatorial properties. However, it is
to be expected that a direct generalization of the ideas above would lead to a
number of parameters which grows exponentially with the length of the pattern,
hence to a way too complex exploration in the end.
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Abstract. The technology found in smart devices continues to improve
and become increasingly complex. Sensors that are commonly found in
such devices can be used for more than merely enriching UX as they
can also be used measure the user’s unique behaviour. By utilizing these
sensors to measure the user’s characteristic locomotion, we can begin to
create a basis for a non-obtrusive, continuous authentication system. The
proposed system is a gait authentication system that uses the accelerom-
eter and gyroscope in a user’s device for measurement. The system is
tested on a data set consisting of gait sequences collected in realistic set-
tings. A novel algorithm for locating the optimal threshold value for peak
detection is presented. The system is ultimately capable of performing
its goal. The EER achieved by the accelerometer was 7.04% while the
gyroscope performed poorly in comparison with an EER of 14.71%.

Keywords: Biometrics · Gait · Signal Processing · Machine Learning ·
Mobile Data · Microelectromechanical Sensors · Security · Data applica-
tions

1 Introduction

Modern smart devices come equipped with a plethora of sensors that are used
to assist in providing an immersive user experience, whether it be a gyroscope
giving the ability to simulate a steering wheel in a racing game or the GPS sensor
helping a navigational app. Additionally, these sensors can also be used to mon-
itor the user’s behavioural characteristics. By collating information surrounding
usage behaviour, and identifying patterns within the behavioural data, we can
create a biometric model for the user that can be employed to identify and au-
thenticate that user. A biometric that can be revealed by leveraging a smart
device’s gyroscope and accelerometer data is that of a person’s gait. Using gait
as an authentication mechanism is far less established in comparison to finger-
print or facial biometrics, and the advantages and disadvantages of using gait as
biometric will be expounded on later in the paper. However, by utilizing gait as
a means of authentication in conjunction with other traditional authentication
methods, there is the possibility of building authentication systems that are com-
pletely unobtrusive and more robust against malicious intent. The purpose of
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this paper is to ascertain if a gait-based authentication system that leverages the
microelectromechanical gyroscope and accelerometer sensors on a smartphone is
a feasible authentication solution.

The remainder of the paper will be structured as follows: Section 2 will in-
clude a brief discussion on the topics of gait and biometrics in general. A litera-
ture review of previous related work will also be included. Section 3 will provide
the details of the proposed system and its constituent components. Section 4
explains the methodology used by the proposed system and how will be evalu-
ated. Section 5 discusses the results found by the system. Section 6 concludes
the paper by discussing the future direction of this research.

2 Problem Background

2.1 An Overview of Authentication and Biometrics

Authentication is a one-to-one process that allows for the verification of a per-
son’s identity. Authentication can be broadly categorized into three classes:

– Knowledge-based: What a person knows - e.g. Passwords, PIN numbers,
usernames.

– Token-based: What a person has - e.g. ID cards, security tokens.

– Inherence-based: What the person is or does - Fingerprint, facial features,
behavioural patterns.

A critical flaw of knowledge and token-based authentication is that they
cannot guarantee non-repudiation. Passwords can be forgotten by its user or
recovered by malicious parties, and security tokens can be stolen, but something
that is inherently unique about a person is difficult to replicate. Biometrics is
the scientific field concerned with the forming of metrics pertaining to human
characteristics. The prevalence of biometric systems in modern society is due
to the unique and often permanent nature of human characteristics, and how
they can be measured to implement large-scale identity management systems [1].
Biometrics can be divided into two categories: Physiological and Behavioural. A
physiological biometric is measured directly from the human body. Common ex-
amples of physiological biometrics are fingerprints, hand geometry, iris scans, etc.
A physiological biometric system requires explicit user interaction and requires
special dedicated hardware to collect data [6]. However, behavioural biometrics,
which are the identifiable and measurable patterns in human activity, are con-
siderably more transparent and unobtrusive to measure as all data collection
is done implicitly, sometimes without the person even being aware of it taking
place [7]. Behavioural biometric systems cannot yet match the level of perfor-
mance that physiological biometric systems can achieve, and currently large-scale
deployments of behavioural biometric systems are yet to become universal.
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2.2 Gait as a Biometric

There are advantages and disadvantages to using any biometric, and the choice
of what biometric is best suited for an application is dependent on the con-
text of that application. Jain et al. identified seven criterion which can be used
to assess how suitable a biometric might be in any application (1999): Univer-
sality, Uniqueness, Permanence, Measurability, Performance, Acceptability and
Circumvention [8].

Boyd and Little defined gait as the coordinated and cyclic combination of
movements that result in human locomotion (2005) [4]. The uniqueness of a per-
son’s gait lies in the combination of its cyclicity and coordination. An advantage
of using gait as a biometric is that it can be measured unobtrusively and without
a person having to alter their natural behaviour [5]. Additionally, circumvention
of the gait biometric is challenging because imitating a person’s gait is very dif-
ficult. Regarding permanence and reliability, gait is not the best biometric as a
person’s gait may be affected by a variety of factors [3][4]:

– Biological factors: Weight, limb length, posture.
– External factors: Footwear, load bearing, ground surface characteristics.
– Transient factors: Emotional state, physical state.

The measurement of gait can also be problematic, leading to the implemen-
tation of authentication systems that would be too complex for real-world ap-
plications. Some of these problems will be highlighted in the literature review to
follow.

2.3 Previous Work

Possibly the earliest research conducted in gait recognition via computer vision
was done by Niyogi and Adelson in 1994. The authors concluded that a human’s
characteristic motion could be recognised and tracked by analysing spatiotempo-
ral images [13]. In 2005, Boyd and Little conducted research that evaluated the
validity of using gait as a biometric and suggested that although much progress
had been made in the decade prior, still more research was required in uncon-
trolled environments before gait could become a widely used biometric [4]. More
recently, Lee, Tan and Lim published a comprehensive review on vision-based
gait recognition. They showed that there were two main categories of gait feature
extraction: model-based and model-free. Model-based approaches tended to be
less sensitive to view and scale variations but are less accurate at locating joint
positions. Although there had been significant advances into gait recognition,
many challenges still exist into its usability in real world scenarios [14]. While
much work has been done concerning the measuring of gait using machine vision
and floor sensors, the rest of this literature review will be devoted to discussing
research into using wearable or mobile sensors to measure gait. One of the pio-
neering works of using wearable sensors to measure gait was published in 2005.
Mantyjarvi et al. developed a biometric system for users of portable devices that
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used pattern recognition algorithms on accelerometer data to identify subjects.
Test data was collected at three different walking speeds from each subject. The
best EER (Equal Error Rate) achieved was 7%. In 2007, Gafurov, Snekkenes and
Bours designed a gait authentication and identification system using a wearable
accelerometer [9]. Each subject had the sensor placed in their pocket and was
instructed to walk for approximately 20 meters. The data collected was eval-
uated using four different methods, absolute distance, correlation, histograms,
and higher order moments. The best performing method was with the absolute
distance metric which yielded an EER of 7.3%. Additionally, the system’s iden-
tification feature was tested with the subjects wearing a 4kg backpack, to see
how the measurable gait of the subject was affected. The EER rose to 9.3%,
however, the authors concluded that this was not a significant enough drop in
performance to cause concern. A few years later, Derawi, Bours and Holien pro-
posed a similar wearable accelerometer gait authentication system that aimed to
improve gait-cycle detection with a simplified approach (2010) [11]. This simpli-
fied approach included pre-processing, cycle detection and recognition analysis
being applied to the sensors signal. Ultimately, the authors managed to achieve
an EER of 5.7% and develop an algorithm that was more rich and stable than
any that had come before it. A long-time problem for gait measurement from
wearable sensors is the location of those sensors. In an effort in minimising the
sensitivity of gait authentication systems to sensor placement, Zhong and Dheng
published an article where they proposed a solution to address the variance in
results that sensor placement causes (2014). Their solution included the use of
gyroscope readings in addition to accelerometer readings to derive relationships
between the two sensors so that the effect of sensor rotation would be irrele-
vant to the feature computation. After the I-vector extraction method had been
applied an EER of 5.6% was achieved.

3 Exprimental Setup

3.1 Sensors

The device used to collect data is a Nokia 3 which runs an Android operating
system (OS). All Android Nokia’s are equipped with a Bosch BMI160, a small
low power inertial measurement unit that houses a gyroscope and an accelerom-
eter. Accelerometers are electromagnetic devices that measure non-gravitational
linear acceleration. Gyroscopes are devices that measure angular velocity. The
BMI160 outputs accelerometer triaxial data at a rate of between 12.5 - 1600 Hz
depending on the Android OS scheduler, with an output data accuracy magni-
tude of error of ±1% [15]. The gyroscope data is output at a rate of between 25
- 3200 Hz also with output data accuracy magnitude of error of of ±1%.

3.2 Data Collection

A primary data set was created across multiple days in various places to simulate
real world conditions. The walking environments in which data collection took
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place included a flat corridor, a tiled corridor with stairs, and a carpeted room.
The data set consisted of 20 total subjects aged between 18 and 69 years of age.
The smart device is placed in the subject’s pocket during data collection, and the
subjects are asked to walk in a natural manner around their environment. The
data collection period is timed so that a data sample of approximately 30 seconds
is collected. Two samples were acquired from each subject. All data collection
was done via the Android application, SensorLab. During each subject’s test, the
application records data from all the devices sensors and outputs the recorded
collection session in .csv (comma separated values) files located in the same
directory for convenience.

3.3 Python Mathamatical and Machine Learning Libraries

SciPy is an open source library for Python development that contains modules
indented for applications in mathematics, statistics, data science, and engineer-
ing. The proposed model utilized the interpolation tools for a cubic spline, signal
processing tools for a lowpass filter, and the statistics module to calculate the
time-domain features of gait cycles.

NumPy is a comprehensive mathematical library for Python that, like SciPy,
is open source. Arguably, its largest contribution to Python development is the
NumPy array data structure [19] which was used throughout the implementation
of the proposed model. Additionally, many other of its submodules constituted
the proposed model, including the fast Fourier transform module that was used
to calculate frequency-domain features.

SciKitLearn is a Python library that focuses on machine learning applications
and was designed to be interoperable with NumPy and SciPy [20]. The Support
Vector Machine (SVM) classifier it provides was used to perform the classification
task in the proposed model. Additionally, SciKitLearn contains a metrics module
that can be used to evaluate the results of the classification task.

4 Model

4.1 Pre-processing

The purpose of pre-processing a data set is to negate the effect of incomplete
or inconsistent data. By examining the data output from the accelerometer,
unnecessary data collected during the time the subject is positioning the cell
phone can be observed. This data is not required for determining the subjects
gait patterns and must be cleaned before any pattern recognition algorithms
can be applied. Due to the highly variant environmental conditions under which
data collection occurred, the pre-processing of for the proposed system had to be
sophisticated and robust. The following section will outline the pre-processing
steps in detail.
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(a) (b)

Fig. 1: Graphical representation of example data output from the device’s ac-
celerometer a) represents raw accelerometer data from the sensor b) The signal
with the first and last 50 milliseconds removed, and magnitude calculated and
plotted.

(a) (b)

Fig. 2: a) Cubic spline applied to the magnitude of raw triaxial signals b) The
Butterworth lowpass filter applied to previously splined data

(a) (b)

Fig. 3: a) Detected peaks. b) The overlapped gait cycles traces of segmented data

Magnitude Calculation The triaxial signals recorded from the device are
highly sensitive to the orientation and positioning of its sensors. The orientation



70 Steven Wessels, and Dustin van der Haar

of the sensors may change during data collection. To eliminate the orientation
sensitivity, the magnitude of the triaxial signal is computed using the following
formula [16]:

amag =
√
a2x + a2x + a2x (1)

Where ax, ay, and az are the linear accelerations measured along the x, y, and
z axes respectively.

Cubic Spline Interpolation Due to the sensor collection app running on top
of an Android OS, data collection will not occur at a fixed sample rate. The
irregular sample rate occurs because the OS must give other processes time to
run on the phone’s CPU. The signal data must be resampled and interpolated
so that a fixed sample rate can be used. It is important to set a high enough
resampling frequency so that the dynamics of a gait cycle may be captured with
sufficient detail to promote accurate feature extraction [17]. The magnitude of
the signal data was interpolated using a cubic spline and resampled at 50Hz (200
samples per second).

Butterworth Lowpass Filter A common problem when collecting inertial
sensor signal data is that the sensors are sensitive and collect “noisy” data.
Noisy data manifests itself in the form of abnormally high and sharp peaks.
To remove noisy data, a Butterworth low pass filter was applied with a cutoff
threshold of 3Hz.

Optimal Threshold Calculation and Gait Cycle Segmentation To ex-
tract features for every gait cycle, the signal must be segmented into individual
cycles. The first step to doing this is to locate either the minimum or maximum
peaks; this model uses the minimum peaks. Most peak detection algorithms
require a parameter that specifies the minimum distance between peaks to be
identified, and a threshold value under which each peak value should fall (if
minimums are being detected). The threshold cannot be a set to a static value,
as there are many variances between gait features, such as average peak height,
between subjects. The algorithm used to calculate this threshold value finds the
smallest value that minimizes the standard deviation between the peaks and is
presented in Algorithm 1.

4.2 Selection

Gait Cycle Average Trace After segmentation, the traces were calculated and
stored in a data structure. Traces whose time was either too long or too short to
be considered a realistic gait cycle where thrown out to further clean the data
set. The remaining traces would individually each have features extracted from
them. The feature extraction process is explained in the following section of the
paper.
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Algorithm 1 Optimal Threshold Calculation

Input: Time series gait data s(t), Range of allowed threshold, τmin and τmax
Output: Optimal peak threshold τopt
σclose = 1000
τopt = 0.65
for τ between τmin, τmax do
index = peakIndexes(s(t), τ, dmin)
for i in index do
δindex = index[i+ 1]− index[i]

end for
normalize(δindex)
σtest = stdDeviation(δindex)
if σtest < σclose then
σtest = σclose
τopt = τ

end if
end for
return τopt

4.3 Feature Extraction

Feature extraction provides a set of values with which classification tasks can be
performed. Extracting features that as a set will provide a holistic description
of a gait cycle is indispensable to efficiently and accurately recognize subjects.
The features extracted from the gait cycle traces can be used to distinguish
between different users thus providing a basis for gait authentication. The fea-
ture set for each gait cycle contains eight time-domain based features, which
are computationally inexpensive, and two frequency-domain based, which has a
higher computational cost due to the calculations of Fourier transforms. Table 1
outlines the features extracted from each gait cycle.

4.4 Enrolment

A feature vector containing the extracted features is generated for each gait
cycle trace. At least five feature vectors must be generated from each sensor
data for a subject to qualify for enrolment. These feature vectors generated from
accelerometer and gyroscopic data are stored in separate .csv files and marked
with an identification number for the enrolled subject. The identification number
will act as a class label for the supervised learning task to be performed. The
.csv files containing enrolled data will be used as training data sets for the
classification algorithm.

4.5 Classification

Support Vector Machine Classification Scheme Support Vector Machines
are a supervised, binary, machine learning model that can be used for classifi-
cation. Initially, a feature space, which is an n-dimensional vector space created
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Table 1: Features extracted per gait cycle trace for user authentication

Feature Description Formula Domain

Maximum
Amplitude

The largest value found in
the signal data

smax = max{s(t)} Time

Minimum
Amplitude

The smallest value found in
the signal data

smin = min{s(t)} Time

Mean
The average value of the

signal data
x = 1

N

∑
s(t) Time

Variance
The expected square

deviance of a signal value
from its mean

σ2 = 1
N

∑
(s(t)− x)2 Time

Kurtosis
The measure of the signal

curves’ tailedness
K = m4

σ2 Time

Skewness
The asymmetry of a

distribution. Pearson’s
definition was used

S = m3√
m3

2

Time

Peak-To-
Peak Time

Time to complete an entire
gait cycle

t = ti − ti−1 Time

Absolute
Latency to
Amplitude
Ratio

The absolute value of signal
latency over maximum signal

value
ALAR = | tsmax

smax
| Time

Energy

The sum of the squared
discrete fast Fourier

transforms component
magnitudes

Ef = 1
K

K∑
k=1

A(k)2 Frequency

Entropy
The periodicity of the

acceleration signal
S = −

K∑
k=1

p(k) log2(p(k)) Frequency

by the n specified features of the data that is to be classified, is formed [21]. An
SVM performs its classification task by constructing a hyperplane, or a set of
hyperplanes to try separate classes by as much distance as possible. The general-
ization error of the classifier is reduced when the margin between the hyperplane
and the nearest training data point is as large as possible. SVMs utilize support
vectors, the data point that lie closest to the hyperplane, to locate the optimal
decision surface and specify the decision function [22]. SVM classifiers gener-
ally perform well in high dimensional spaces and tends to yield good results on
smaller data sets, making it the ideal classifier on the model’s data set. The



Gait-Based Authentication Using MEMS Sensors in Smartphones 73

model’s SVM classifier used a radial basis function kernel and a C value of 1.
SVMs are not scale invariant, so all data that constituted the feature vectors
were scaled to obtain meaningful results [20].

5 Results

5.1 Performance Results

Authentication can be characterized as a binary classification problem and the
typical way of visualizing the performance of an authentication system is by
plotting a receiver operating characteristic (ROC) curve for the classifier [16].
A ROC curve is a graphical representation of the output of a binary classifier
as its threshold value changes. Ideally, the ROC curve will pass though the
point (0, 1) at the top left corner of the plot, as this is the point where the
true positive rate has been completely maximised and the false positive rate is
completely minimised. This point closest to (0, 1) defines the systems equal error
rate (EER), which is an important metric for evaluating a binary classification
system. The EER signifies the point where the false acceptance rate (FAR), the
percentage of imposter data samples that will likely be wrong authenticated by
a system, equals the false rejection rate (FRR) is the percentage that a valid
data sample will be wrongly denied authentication by a system [1]. The smaller
the EER the better the performance of the system. Other metrics that will be
used to evaluate the performance of the model are accuracy, precision and recall.
The accuracy score of a system containing n samples can be calculated by:

acc(y, ŷ) =
1

nsamples

i=1∑

nsamples

1(ŷi = yi) (2)

Given the number of true positives (TP), true negatives (TN), false positives
(FP), and false negatives (FN) we can calculate the scores for precision, recall
and the f1-score:

Recall =
TP

TP + FN
(3)

Precision =
TP

TP + FP
(4)

F1 score =
2(Precision×Recall)

Precision + Recall
(5)

An additional mechanism for visualizing the performance of a classifier, partic-
ularly supervised ones, is a confusion matrix. A confusion matrix is defined by
a matrix C, where Ci,j is set to the number of data points that belong to class
i but have been predicted to be in group j [19]. A confusion matrix allows for
mislabelled classes to be easily identified. Finally, a classification report for each
class was generated. The additional metrics presented here are an F1 score, the
weighted mean of precision and recall, and support, the number of occurrences
of a class in target values. All metrics were calculated using the one-vs-rest
classification strategy.
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5.2 Discussion

The results were generated using the one-vs-the-rest classification strategy, which
fits one classifier per class. For validation, a testing and training split of 50-50
was used. The accelerometer achieved a satisfactory accuracy of 78.49% and
EER of 7.04%. A precision score of 80.44% confirms that the model has a good
exactness and and minimizes the number of false positives. The accelerometer’s
recall, however, did not fair as well with a score of 74.48%, a measure which is
also reflected by f1 score achieved, 75.58%. The gyroscope archived an accuracy
of 53.26% with an EER of 14.71%. The precision score attained by the gyroscope,
57.54%, was greater than that of it’s recall score, 52.31%, as was the case with
the accelerometer.

(a) (b)

Fig. 4: a) ROC curve for the accelerometer. b) Confusion matrix for the ac-
celerometer

(a) (b)

Fig. 5: a) ROC curve for the gyroscope. b) Confusion matrix for the gyroscope
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Table 2: Summary of Results.

Metric Accelerometer Gyroscope

Equal Error Rate 7.04% 14.71%
Accuracy 78.49% 53.26%
Precision 80.44% 57.54%
Recall 74.48% 52.31%
F1-Score 75.58% 51.78%

The accelerometer clearly outperformed the gyroscope across all the evalu-
ated metrics, possibly due to the filtering step in pre-processing being insufficient
to effectively reduce the noisy data picked up by the gyroscope. The performance
of the gyroscope would most likely end up being a liability in a real-world au-
thentication system by increasing the occurrences of false rejection and false
acceptance cases. In the confusion matrices, it can be seen that classes ID001,
ID003, ID005, ID006 and ID016 severely affect the overall performance of the
model. A possible reason for the poor metric scores for these classes is that they
both yielded a low number of feature vectors during enrolment, indicating the
raw inertial signal data that was captured for both classes was not of sufficient
length.

6 Conclusion and Future Work

The proposed system has the goal of providing a means to authenticate smart-
phone users according to their gait as measured by these smartphone sensors.
Although the prototype implementation has proven gait based inertial sensor
authentication to be possible, the solution has many improvements to make.
Firstly, the pre-processing of gyroscopic data requires fine tuning. It may be
possible to combine both accelerometer and gyroscope data using a Kalman
filter to create an authentication module to replace the proposed systems gyro-
scope authentication model. Extracting additional features such as stride length
and joint angle to increase the size of the feature vector may improve the decision
boundary for the classifier. Also, the accelerometer pre-processing can be refined
by segmenting each gait cycles trace into regions of interest and having feature
extraction performed at this level. Additionally, other classification algorithms
such as Näıve-Bayers or Random Forest could be utilized to potentially improve
classification accuracy.
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eter signal pre-processing influence on human activity recognition. pp.1 - 6.

18. Ehatisham-ul-Haq, M., Azam, M., Loo, J., Shuang, K., Islam, S., Naeem, U. and
Amin, Y. (2017). Authentication of Smartphone Users Based on Activity Recogni-
tion and Mobile Sensing. Sensors, 17(9), pp.2043.

19. Johansson, R. (2015). Numerical Python. Berkeley, CA: Apress, pp.30 - 31.
20. Pedregosa, F., Varoquaux, G., Gramfort, A. and Michel, V. (2011). Scikit-learn:

Machine Learning in Python. Journal of Machine Learning Research, 12, pp.2825-
2830.

21. Fradkin, D. and Muchnik, I. (2000). Support Vector Machines for Classification.
DIMACS Series in Discrete Mathematics and Theoretical Computer Science, pp.1
- 9.

22. Robert, B. (2009). An Idiot’s Guide to Support Vector Machines (SVMs). Available
at http://www.cs.ucf.edu/courses/cap6412/fall2009/paper



Author Index

Cassebaum, Oliver, 25
Chen, Haiming, 13

Dimitrijevs, Maksims, 1
Dong, Chunmei, 13

Esatbeyoglu, Enes, 25

Haar, Dustin van der, 64

Li, Yeting, 13

Mou, Xiaoying, 13

Opiela, Miroslav, 39

Reshadi, Kamellia, 51

Sass, Andreas, 25
Schulze, Sandro, 25

Wessels, Steven, 64

Yakary�lmaz, Abuzer, 1


